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Cognitive Biases in Architectural Decision-Making:
Impact and Debiasing Strategies

Abstract.

Context: Cognitive biases are natural heuristics impacting each person’s decision-making
process. Biased decisions cannot be considered fully rational since they are based on vari-
ous oversimplifications and mental shortcuts. Cognitive biases have been researched in
numerous software engineering subdomains, such as testing, requirements engineering,
and software effort estimation. In most cases, the biases’ were a source of various faulty
decisions, and as such, researchers strive to alleviate the biases’ influence on software prac-
titioners. The impact of cognitive biases has been of particular interest in the domain of
software architecture since the architecture itself can be viewed as a set of design decisions.
The impact of cognitive biases on software architecture can be severe, e.g., it may result
in incurring unnecessary architectural technical debt. As such, the software architecture
community has recognized that research on debiasing methods for software architects is a
pressing necessity.

Goal: This thesis presents a set of studies that firstly explored rationales behind architec-
tural decisions and how cognitive biases impact architectural decision-making. Since this
impact was proven to be a danger to software projects, the secondary goal of debiasing (i.e.,
alleviating the impact of biases) was defined. As such, this thesis answers the following
research questions:

¢ RQ1: What rationales are the main reasons behind decisions impacting software

practitioner’s architectural decision-making?

¢ RQ2: How do cognitive biases impact architectural decision-making?

e RQ3: Does cognitive biases’ impact on architectural decision-making cause architec-

tural technical debt?

¢ RQ4: How can the negative impact of cognitive biases on architectural decision-making

be alleviated?

Method: In order to answer the research questions, various research methods were
utilized. The data on rationales behind architectural decisions (RQ1) was obtained through
questionnaires and interviews with software practitioners. Information about specific bi-
ases impacting architectural decision-making (RQ2) was gathered during a group workshop
with software practitioners. Specifics about cognitive biases’ influence on incurring archi-
tectural technical debt (RQ3) were explored through a series of semi-structured interviews
with architects. The debiasing intervention (RQ4) was designed and tested in increments:
first through a small pilot study with two groups of students, then through a controlled
experiment with 12 groups of students, and then finally verified in an experiment with
experienced practitioners.

Results: This thesis’ results are numerous. Firstly, the most often used rationales behind
architectural decisions were identified, as well as the understanding of why practitioners
use these rationales (RQ1). Secondly, a list of 11 cognitive biases that have an impact on
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architectural decision-making, as well as their consequences, was created (RQ2). The
impact of cognitive biases on incurring architectural technical debt was found, which
resulted in the finding that three dominating biases are the most problematic: optimism
bias, confirmation bias, and anchoring (RQ3). Finally, a debiasing workshop was designed
and empirically proven to be beneficial for both students and experienced practitioners
(RQ4).

Conclusions: The series of studies presented in this paper resulted in a deepened
understanding of cognitive biases on architectural decision-making. Since this impact
appeared to be potentially severely dangerous, a debiasing treatment to alleviate the impact
of biases was designed and empirically validated. Materials allowing the replication of the
debasing intervention and the debiasing workshop are available online.

Keywords: Cognitive bias, Software Architecture, Architectural decision-making, Debiasing



Bledy Poznawcze w Podejmowaniu Decyzji Architektonicznych: Wplyw
oraz Przeciwdzialanie

Streszczenie.

Kontekst: Bledy poznawcze to naturalne heurystyki, ktére wptywajg na proces podej-
mowania decyzji przez kazdego cztowieka. Decyzje podjete pod ich wplywem, nie moga
by¢ uwazane za w petni racjonalne, poniewaz opierajg sie¢ na r6znych uproszczeniach i
skrétach myslowych. Btedy poznawcze byly badane w wielu poddziedzinach inzynierii
oprogramowania, takich jak testowanie, inzynieria wymagan i szacowanie naktadu pracy
potrzebnego do realizacji projektéw informatycznych. W wiekszo$ci przypadkéw biedny
poznawcze byty Zrodlem r6znych opacnzych decyzji, w zwigzku z czym badacze starajg sie
ztagodzi¢ wptyw uprzedzen na praktykéw oprogramowania. Wptyw bltedéw poznawczych
jest szczegOlnie znaczacy w dziedzinie architektury oprogramowania, poniewaz sama
architektura moze by¢ zdefiniowana jako zbiér decyzji. Wptyw btedéw poznawczych na
architekture oprogramowania moze by¢ dotkliwy, na przyktad moga wptynac na zaciagnie-
cie niepotrzebnego architektonicznego dtugu technicznego. W zwigzku z tym spotecznos¢
badaczy architektury oprogramowania uznaje ze badania nad metodami przeciwdzialania
btedom poznawczym dla architektow oprogramowania sg pilng koniecznos$cia.

Cel: Niniejsza rozprawa przedstawia zestaw badan, kt6re miaty na celu: (1) Umozliwie-
nie odkrycia powszechnie uzywanych kryteriéw podajmowania decyzji architektonicznych
oraz (2) Zbadnie wptywu bledéw poznawczych na podejmowanie decyzji architekton-
icznych. Poniewaz wplyw ten okazatl si¢ potencjalnym zagrozeniem dla projektow in-
formatycznych, zdefiniowano drugorzedny cel badan, czyli ztagodzenie wplywu btedéw
poznawczych. W zwigzku z tym niniejsza rozprawa odpowiada na nastepujace pytania
badawcze:

e RQ1: Jakie powody stojg za podejmowaniem decyzji architektonicznych przez prak-

tykow oprogramowania?

e RQ2: W jaki sposéb btedy poznawcze wptywajg na podejmowanie decyzji architek-

tonicznych?

¢ RQ3: Czy wptyw btedéw poznawczych na podejmowanie decyzji architektonicznych

jest powodem zaciagania architektonicznego dlugu technicznego?

e RQ4: W jaki spos6b mozna ztagodzi¢ negatywny wptyw btedow poznawczych na

podejmowanie decyzji architektonicznych?

Metoda: Aby odpowiedzie¢ na pytania badawcze, wykorzystano r6zne metody badawcze.
Dane dotyczace racjonalnosci decyzji architektonicznych (RQ1) uzyskano za pomoca
kwestionariuszy i wywiadéw z ekspertami. Informacje na temat konkretnych btedéw
poznawczych wptywajacych na podejmowanie decyzji architektonicznych (RQ2) zostaty
zebrane podczas warsztatow grupowych z ekspertami. Szczegétowe informacje na temat
wplywu btedéw poznawczych na zacigganie architektonicznego dtugu technicznego (RQ3)
zostaly zbadane poprzez seri¢ wywiadéw z architektami oprgramowania. Interwencja
przeciwdzialajaca (RQ4) zostala zaprojektowana i przetestowana w trzech kropah: na-
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jpierw poprzez mate badanie pilotazowe z dwiema grupami studentow, nastepnie poprzez
eksperyment z 12 grupami student6w, a nastepnie ostatecznie zweryfikowana w ekspery-
mencie z doSwiadczonymi praktykami.

Wyniki: Wyniki tej pracy sa r6znorodne. Po pierwsze, znaleziono najcze$ciej uzywane
powody stjace za decyzjami architektonicznymi, a takze odkryto, dlaczego praktycy uz-
najg te powody za wazne (RQ1). Po drugie, stworzono liste 11 btedéw poznawczych,
ktére maja wplyw na podejmowanie decyzji architektonicznych, a takze ich konsekwencje
(RQ2). Ustalono wptyw btedéw poznawczych na zacigganie architecktoniczneg dlugu tech-
nicznego, w wyniku czego stwierdzono, ze trzy dominujgce btedy poznawcze sg najbardziej
problematyczne: optymizm, potwierdzenie i zakotwiczenie (RQ3). Ostatecznie, zaprojek-
towano warsztat przeciwdzialajacy, ktore okazay sie korzystny zaré6wno dla studentéw, jak
i doswiadczonych praktykéw (RQ4).

Wnhnioski: Seria badan przedstawionych w niniejszej rozprawie zaowocowata poglebionym
zrozumieniem btedéw poznawczych w podejmowaniu decyzji architektonicznych. Poniewaz
wplyw ten okazat si¢ potencjalnie bardzo niebezpieczny, zaprojektowano i empirycznie
zwalidowano strategie fagodzaca wptyw bledéw poznawczych. Materialy pozwalajace na
replikacje tej interwencji, czyli warsztatu przeciwdzialajacego, sq dostepne online.

Stowa kluczowe: Btad poznawczy, Architektura Systeméw Informatycznych, Podejmowanie
decyzji architektonicznych, Przeciwdziatanie bledom poznawczym
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Recenzja rozprawy doktorskiej Pani Klary Borowej pt.
“Cognitive Biases in Architectural Decision-Making: Impact and
Debiasing Strategies”

1 Wstep

Niniejsza recenzja zostala opracowana w odpowiedzi na otrzymany 12 wrzeénia 2024 r. list
prof. dra hab. Jarostawa Arabasa, Przewodniczgcego Rady Naukowej Dyscypliny Informatyka
Techniczna i Telekomunikacja z prosba o oceng rozprawy doktorskiej Pani mgr Klary Borowej pt.:
“Cognitive Biases in Architectural Decision-Making: Impact and Debiasing Strategies”.

2 Szczegolwa analiza ocenianej rozprawy doktorskiej

Rozprawa jest napisana w jezyku angielskim, sktada sie z 10 rozdziatéw, spisu tresci, referencji do
literatury oraz listy rysunkéw i tabel. Catos$¢, w wersji elektronicznej'iy; liczy 144 strony.

Doktorat, a precyzyjniej kluczowe jego rozdzialy, bazujg na pracach, ktére pomyslnie przeszty
juz recenzje i zostaly opublikowane w materiatach uznanych konferencji migdzynarodowych.

"Przywolywane numery stron bedg odnosié si¢ do wersji elektroniczne;.
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Miejsca publikacji zostaly $wietnie dobrane do tematyki badan: jedna praca (Borowa i in.
2021a) w materiatach International Conference on Software Architecture (ICSA), czyli konferencji
rangi CORE A za 140 pkt, trzy prace (Zalewski i in. 2017; Borowa i in. 2022; Borowa i
in. 2023) w materiatach European Conference on Software Architecture (ECSA), czyli réwniez
konferencji rangi CORE A za 140 pkt, jedna praca (Borowa i in. 2021b) w materialach dobrej
konferencji Product-Focused Software Process Improvement (PROFES), rangi CORE B za 70
pkt. Doktorantka jest pierwszym wspélautorem czterech sposréd pieciu wyzej przywotanych
prac stanowiacych rozdzialy 3-7 rozprawy. Rozdzial 6smy bazuje na nieopublikowanej jeszcze
pracy, ktérej Doktorantka jest (jak wynika z deklaracji) réwniez pierwszg wspétautorka, a ktéra
powstata we wsp6tpracy miedzynarodowej z naukowcami z Brazylii oraz Niemiec. To pokazuje,
7e Doktoratka juz teraz jest przygotowana do inicjowania wspdlnych badan i wciggania do nich
naukowcéw z zagranicy. Swéj wktad w kazdg prace Doktorantka precyzuje na poczatku kazdego
rozdziatu w spos6b przypominajacy CRediT author statement®(®, czyli powszechnie stosowane
w publikacjach naukowych o$wiadczenia autorskie.

7 doktoratami, ktérych kluczowy wklad stanowi seria publikacji w obszarze inzynierii
oprogramowania, miatem okazje zetkna¢ si¢ jako recenzent i wizytujacy naukowiec w Szwecji
i Wielkiej Brytani. W Polsce takie podejscie réwniez staje sie coraz bardziej popularne (to
juz kolejny taki doktorat, ktéry recenzuje). Niewatpliwg zalets takiego podejécia jest to, ze
poszczegdlne prace skiadajace si¢ na kluczowe rozdzialy doktoratu zostaty zweryfikowane przez
recenzentéw miedzynarodowych konferencji i/lub czasopism naukowych. Doktorat w Wielkiej
Brytanii, ktérym od pewnego czasu opiekujg sie wraz z prof. Tracy Hall, jest realizowany w podobny
sposéb, przy czym doktorant jest zachecany, by ze zbioru publikowanych prac stworzy¢ nieco
bardziej sp6jng catoéé, niz zbiér odrebnych publikacji. Wcigz jednak bedzie on $ci$le bazowa¢ na
pracach opublikowanych wezedniej w recenzowanych materiatach miedzynarodowych konferencji
i/lub czasopismach naukowych. Warto tez doda¢, ze podejscie przyjete przez Kandydatke jest
zgodne z wymogami stosownej ustawy (art. 187 ust. 3 ustawy z dnia 20 lipca 2018 r
Prawo o szkolnictwie wyzszym), ktéra stanowi, Ze rozprawg doktorska moze stanowi¢ zbiér
opublikowanych i powigzanych tematycznie artykutéw naukowych, a zgodnie z paragrafem 9
rozporzadzenia Ministra Nauki i Szkolnictwa Wyiszego z dnia 22 lutego 2019 r. w sprawie
ewaluacji jakosci dziatalnoéci naukowej (Dz. U. z 2019 r. poz. 392) “Artykut naukowy jest to
recenzowany artykut opublikowany w czasopismie naukowym albo w recenzowanych materiatach
2 miedzynarodowej konferencji naukowej...”. Komunikat RDN nr 19/2020 w sprawie skladania
rozpraw doktorskich precyzuje réwniez, iz w éwietle art. 187 ust. 3 ustawy z dnia 20 lipca 2018
r. Prawa o szkolnictwie wyzszym i nauce, dopuszczalne jest, aby rozprawa doktorska, jako praca
pisemna, sktadata si¢ po czesci z prac opublikowanych, jak i takich, ktérych wyniki jeszcze nie
zostaty opublikowane. Z takg tez sytuacja mamy do czynienia w przypadku recenzowanej rozprawy.

W rozdziale 1, Kandydatka wprowadza w tematyke rozprawy, definiuje podstawowe terminy
(takie jak inzynieria oprogramowania, architektura oprogramowania, czy bledy poznawcze
(ang. cognitive biases)), formuluje ostateczny cel badai (jako stworzenie strategii, ktora
ograniczytaby negatywny wplyw bledéw poznawczych na decyzje dotyczace architektury, co
wplynetoby na poprawe jakosci architektur projektowanych przez twércéw oprogramowania).
Nastepnie precyzuje, na czym polega jej wktad w rozwéj dyscypliny wskazujac, ze obejmuje on
szereg rozwigzar probleméw badawczych zdefiniowanych poprzez pytania badawcze, na ktére
odpowiedzi udzielane sa na podstawie badan empirycznych przedstawionych w rozdziatach 3-8,

’https://credit.niso.org/
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ktére nastepuja po rozdziale 2 prezentujacym stan sztuki (ang. state of the art) dotyczacy tematyki
rOZprawy.

Rozdzial 2 (jak wskazuje sam tytul “State of the Art”) ma na celu zaprezentowanie stanu sztuki
w obszarze rozprawy.

Uwaga 1:

W rozdziale 2 najchetniej widziatbym miejsce na systematyczny przeglad literatury (ang. systematic
literature review, SLR), czy badanie mapujqgce (ang. systematic mapping/scoping study, SMS),
by uzyskaé mogliwie najlepszy obraz stanu sztuki i istniejqcych luk, ktore warto zaadresowac.
Zaprezentowany przeglgd literatury niestety nie jest systematyczmym przeglgdem literatury lub
uaktualnieniem istniejqcego systematycznego przeglgdu, czy badania mapujqcego, z wykorzystaniem
metody kuli $nieznej (ang. snowballing). Wytyczne, jak w metodologicznie poprawmny sposéb
przeprowadzal takie przeglqdy (ang. secondary studies) lub ich uaktualnienia, takze w obszarze
ingynierii oprogramowania, mozna znaleZ¢ np. w pracach Kitchenham i in. (2023b), Kitchenham i
in. (2023a), Kitchenham i in. (2016), Wohlin (2016), Wohlin i in. (2022) i Petersen i in. (2015).

Trzeba odda¢, ze Kandydatka wspomina, iz przeprowadzita systematyczny przeglad literatury
w swojej pracy magisterskiej z 2019 roku i ze informacje z przeprowadzonego wtedy przegladu
wykorzystala w niniejszym rozdziale. Jednak mankament braku systematycznego przegladu
literatury jest mocniej niwelowany faktem, ze zdecydowana wiekszo$¢ wynikéw badarh Kandydatki
(4 na 5 opublikowanych juz kluczowych prac) ukazala sie w materialach konferencji ICSA
i ECSA, czyli konferencji wysokiej rangi (CORE A). Zatem ewentualne braki w zastosowanym
piSmiennictwie zostalyby z olbrzymim prawdopodobienstwem wylapane przez najlepszych
ekspertéw w tym obszarze na $wiecie.

Uwaga 2:

Na stronie 23 wymieniono listg bledéw poznawczych. Nie do korica jest jasne, jak skonstrowano te
listg, czy jest ona wyczerpujqgcea, czy tez sq jakies inne bledy poznawcze, ktdre nie zostaly omdwione
i dlaczego.

W rozdziale 3, bazujacym na pracy Borowa i in. (2023), podjeto prébe odpowiedzi na pytanie
badawcze RQI: Jakie uzasadnienia (ang. rationales) sg gtéwnymi powodami wplywajacymi
na decyzje architektoniczne praktykéw w obszarze inzynierii oprogramowania? Indywidualny
wkiad Kandydatki w powstanie tej pracy oceniam jako znaczacy - obejmuje on: oryginalny
pomyst badawczy, projekt metody badawczej, analize kwestionariuszy, wigkszo$¢ prac nad tekstem
publikacji (“Original research idea, research method design, questionnaire analysis, most of the paper
writing”). W rozdziale tym opisano rezultaty zaréwno badania ankietowego przeprowadzonego
z udziatem 63 uczestnikéw, jak i wywiadéw z 13 sposréd uczestnikéw badania, ktérzy wyrazili na
to zgode. Uzyskano szereg ciekawych rezultatéw badawczych, ktére sktadajg si¢ na Przyczynek 1]
w dorobku Autorki.



Przyczynek 1: Wskazanie uzasadnien (ang. rationales) decyzji architektonicznych
podejmowanych przez praktykéw (tatwo$¢ uzytkowania, pielegnowalnosé, wydajnosé,
wezedniejsza wiedza/doswiadczenie w korzystaniu z rozwigzania oraz uwarunkowania
czasowe/terminy), z ktérych czeé¢ wydaje sie byé¢ Zrédlem btedéw poznawczych (ang.
cognitive biases) (osobiste preferencje, do§wiadczenia i nadzieja na zmniejszenie wlasnego
obcigzenia praca). Przy okazji odkryto, ze architekei o $rednim doswiadczeniu, 5-15 lat, sg
bardziej otwarci na nowe rozwiazania, niz pozostali.

Uwaga 3:

- Niektére sformutowania w tresci tego rozdziatu mogq byc¢ dyskusyjne. Przykladowo znajdujqce

- sig w konklugjach (w rozdziale 3.9 Conclusion) stwierdzenie, ze jednq z kluczowych kontrybucji
przeprowadzonego badania jest “The finding of how a practitioner’s experience has a significant

- impact on how they make architectural decisions.”. Gdybysmy zamiast wywiadu z 13 osobami
mieli np. do czynienia z kontrolowanym eksperymentem, najlepiej ze zdecydowanie wigkszq liczbq
uczestnikéw i wynikami analizy statystycznej wskazujgcymi na statystycznie istotny wptyw, to takie
sformutowanie o istotnej zaleznosci przyczynowo-skutkowej (X “has a significant impact on” Y)
mogtoby znaleZ¢ solidniejsze uzasadnienie.

Rozdzial 4 skupia si¢ na odpowiedzi na pytanie badawcze RQ2: W jaki sposéb btedy poznawcze
wplywaja na podejmowanie decyzji architektonicznych? Rozdzial ten przedstawia badanie
z udzialem 14 praktykéw, bazujgc na pracy Zalewski i in. (2017), ktéra jest najczedciej cytowang
praca w dorobku Kandydatki (31 cytowan wg Google Scholar). Mimo, iz w tym przypadku nie jest
Ona pierwszg autorkg to wskazany w deklaracji w rozdziale 4 wktad nie pozostawia watpliwosci,
ze jej rola w powstaniu pracy jest znaczaca i obejmuje: zbieranie danych, analiz¢ danych,
pisanie pierwszego szkicu pracy i wprowadzanie zmian w ostatecznej wersji pracy (“Contribution:
Data gathering, data analysis, writing the paper’s first draft, and making changes to the final
paper.”). Zamiast zacza¢ od wyboru bledéw poznawczych, na ktérych miatoby skupi¢ si¢ badanie,
zastosowano bardziej elastyczne podejécie. Uczestnicy poznali definicje bledéw poznawczych,
a nastepnie opisali sytuacje z zycia wziete, w ktérych ich zdaniem one wystapity. Podczas analizy
danych opisy te zostaty zmapowane na definicje poszczeg6lnych btedéw poznawczych. W pracy
pokazano, ze btedy poznawcze, ktére wplywajg na podejmowanie decyzji architektonicznych, to
m.in. efekt ramowania (ang. the framing effect), btad potwierdzenia (ang. confirmation bias), efekt
IKEA (ang. the TIKEA effect), czy zakotwiczenie (ang. anchoring). Lista btedéw opracowana w tym
badaniu stanowi solidng podstawe do dalszych badar nad bledami poznawczymi w podejmowaniu
decyzji architektonicznych. W efekcie Przyczynek|2|w dorobku Autorki, ktéry uwazam za cenny to:

Przyczynek 2: Zidentyfikowanie 12 najczesciej obserwowanych bledéw poznawczych
wplywajacych na podejmowanie decyzji architektonicznych (a przy okazji wskazanie, na
ktére aspekty podejmowania decyzji te btedy moga mie¢ wptyw).

Uwaga 4:

W rozdziale 4.9 jako kierunek dalszych badari wskazano “obtaining a more statistically significant
confirmation of the above results by interviews with a larger group of practitioners or by a broader
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industrial survey”. To wydaje si¢ sugerowad, e przeprowadzono analizg statystyczng i uzyskano
statystycznie istotne rezultaty i ze dalsze badania bedq lub mogq prowadzi¢ do, jak to ujeto,
“obtaining a more statistically significant confirmation...”. Rodzi si¢ pytanie, czy postuzono sig
jakimis (a jesli tak to jakimi) metodami statystycznymi wskazujgcymi, ge efekt jest statystycznie
istotny, a moze nawet Ze sita efektu (ang. effect size) jest duza. Czegos takiego jednak w tym rozdziale
nie znajduje.

Rozdziat 5 bazuje na pracy Borowa i in. (2021a), ktéra uzyskata juz 19 cytowan w Google Scholar.
Indywidualny wklad Kandydatki w powstanie tej pracy oceniam jako znaczacy - obejmuje on:
oryginalny pomyst badawczy, projekt metody badawczej, zbieranie danych, potowa analizy danych
(kodowanie), wiekszo$¢ prac nad tekstem publikacji (“Original research idea, research method
design, data gathering, half of the data analysis (coding), most of the paper writing.”). W rozdziale
tym podjeto probe odpowiedzi na pytanie badawcze RQ3: Czy wplyw bledéw poznawczych na
podejmowanie decyzji architektonicznych powoduje architektoniczny dhug techniczny? W tym
celu przeprowadzono wywiad z 12 praktykami. Prawie wszystkie btedy wymienione w rozdziale
4 okazaly sie¢ mozliwymi winowajcami, przy czym trzy mialy najwiekszy wplyw: zakotwiczenie,
btad potwierdzenia i blad optymizmu. Przyktadowo element dtugu technicznego okreélany jako
“Architectural Lock-in” moze wynikaé ze specyficznej interakcji zakotwiczenia (gdy praktycy
najpierw wybieraja pierwsze rozwiazanie, ktére znalezli) oraz optymizmu (majac nadzieje, ze
bedzie ono satysfakcjonujgce, bez rozwazania ryzyka zwigzanego z ich decyzja). W efekcie
Przyczynek@w dorobku Autorki, ktéry uwazam za wazny to:

Przyczynek 3: Pokazanie, ze btedy poznawcze moga sprawié, iz architekci oprogramowania
zaciagng niepotrzebny architektoniczny dtug techniczny; w tym kontek$cie wskazano trzy
najczestsze btedy poznawcze, ktére mogg byé tego przyczyna: zakotwiczenie (ang. anchoring
bias), btad potwierdzenia (ang. confirmation bias) i btad optymizmu (ang. optimism bias),
a takze na zachodzace miedzy nimi interakgcje.

Uwaga 5:

W rozdziale 5.8 pojawia sig cenna obserwacja, ge bledy poznawcze czesto naktadajq sig i oddziatujq
na siebie, co oznacza, Ze ich wplyw na elementy architektonicznego dtugu technicznego (ATD) nie
zawsze jest prosty (“cognitive biases often overlap and interact with each other. Which means that

 their influence on ATD items may not always be straightforward. We did not analyse the dynamics of
bias’ interaction in this paper.”). Kwestia ta wydaje mi sig interesujqcym kierunkiem badar i prowadzi
do pytania: czy istniejq jakies modele zbudowane na bazie tego typu interakcji?

Uwaga 6:

W rozdziale 5.9 pojawia sig konkluzja, ze btedy poznawcze majq zdecydowanie znaczqcy wplyw na
tworzenie architektonicznego dtugu technicznego (RQ1) (“Our research achieved the following: * We
assessed that cognitive biases definitely have a significant influence on the creation of architectural
technical debt (RQ1).”). Ponownie rodzi si¢ pytanie, czy moge postuzono sig jakimi§ metodami
statystycznymi wskazujqcymi, ze efekt jest statystycznie istotny, a moze nawet ze sita efektu (ang.
effect size) jest duza.
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Rozdzialy 6, 7 i 8 tworza wigksza calo§é ilustrujac kolejne podejmowane przez Kandydatke
préby znalezienia odpowiedzi na finalne i kluczowe pytanie badawcze RQ4: Jak mozna ztagodzi¢
negatywny wplyw btedéw poznawczych na podejmowanie decyzji architektonicznych?

Rozdziat 6 bazuje na pracy Borowa i in. (2021b). Indywidualny wktad Kandydatki w powstanie
tej pracy oceniam jako znaczacy - obejmuje on: oryginalny pomyst badawczy, projekt metody
badawczej, potowe analizy danych (kodowanie), wiekszos$¢ prac nad tekstem publikacji (“Original
research idea, research method design, half of the data analysis (coding), most of the paper writing.”).
W rozdziale tym oméwiono pilotazowe badanie z udziatem dwdéch grup student6w, z ktérych jedna
wzieta udzial w prostej prezentacji informujacej o btedach poznawczych. Doktorantka konkluduje,
ze tego typu interwencja, klasyfikowana jako interwencja na poziomie B wg Fischhoff (1982),
nie okazata sie skuteczna w niwelowaniu (ang. debiasing) bledéw poznawczych. Pokazata jednak
w jaki sposéb trzy wspomniane wczeéniej kluczowe bledy poznawcze oddziatuja na siebie (tzw.
ztodliwa triada (ang. “wicked triad”)), wzmacniajac swdj negatywny wplyw. Autorka przywotata
nastepujacy przyktad. Podejmujgc decyzje architektoniczne, architekci czesto opierajg si¢ na
pierwszym rozwigzaniu, jakie wymyslili (blad zakotwiczenia). Ewentualny sprzeciw wobec takich
decyzji jest wyciszany przez btad wynikajacy z potwierdzenia (czesto objawem tego jest argument
“juz zdecydowalismy” uzywany przez wspétpracownikéw). Wreszcie btad wynikajacy z optymizmu
wplywa na og6lng atmosfere podczas podejmowania decyzji, sprawiajac, ze praktycy wierzg, ze
“wszystko bedzie dobrze”, ignorujac jednoczes$nie mozliwe ryzyko.

Rozdzial 6 rzuca cenne $wiatlo na istnienie interakcji pomiedzy trzema bledami poznawczymi
wchodzacymi w skiad tzw. ztoéliwej triady, ale w szczeg6lnosci pojawia sie wazny, autorski pomyst,
ktéry nalezatoby sprawdzié, w drodze do uzyskania odpowiedzi na pytanie badawcze RQ4. Tym
pomystem jest préba wskazania stosunkowo prostych technik (ang. debiasing techniques), kt6re
nalezatoby ocenié, czy sa w stanie skutecznie ztagodzi¢ negatywny wptyw btedéw poznawczych na
podejmowanie decyzji architektonicznych. Techniki te to: 1) omdéwienie wad, jak i 2) oméwienie
ryzyk zwigzanych z proponowanymi rozwigzaniami oraz 3) wyznaczenie osoby do monitorowania
spotkan pod katem argumentu “juz zdecydowalismy o tym”, czyli btedu potwierdzenia.

Rozdzial 7 bazuje na pracy Borowa i in. (2022). Indywidualny wktad Doktorantki w powstanie
tej pracy oceniam jako znaczacy - obejmuje on: oryginalny pomyst badawczy, projekt metody
badawczej, cze$é zbierania danych, potowe analizy danych (kodowanie), wigkszo$¢ prac nad
tekstem publikacji (“Original research idea, research method design, part of data gathering, half of
the data analysis (coding), most of the paper writing.”). W rozdziale tym zastosowano te trzy wyzej
wskazane techniki, a dodatkowo siegnieto po interwencje w formie warsztatu, klasyfikowang jako
interwencja na poziomie C (Fischhoff 1982), czyli wyzszym, niz w poprzednim badaniu. W fazie
pierwszej studenci, pracujac w zespotach, projektowali architekture wybranego rozwiazania.
W fazie drugiej nastepowata interwencja w postaci wspomnianego warszatu, a w fazie trzeciej
studenci znowu projektowali architekture rozwiazania innego, niz w fazie pierwszej. Konkluzje
Autorki sg takie, ze eksperyment okazat sie sukcesem (“The experiment turned out to be successful”),
a zaprezentowana interwencja skuteczna (“The results show that the debiasing treatment is effective
(Section 7.6)... Through this work, we show that designing a successful debiasing treatment for
cognitive biases in ADM is possible, and propose an effective treatment that can become a foundation
for future research.”).
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Uwaga 7:

Jesli Sredni wynik testu koricowego jest lepszy niz sredni wynik testu wstgpnego, to kuszqce jest (jak to
zrobiono w rozdziale 7) wyciqgnigcie wniosku, e interwencja (w tym praypadku w formie warsztatu)
Jjest odpowiedzialna za poprawe.

Niestety mogq istniec inne wyjasnienia, dlaczego wyniki testu koricowego mogly sie zmieni¢. Projekt
eksperymentu, jak w rozdziale 7, w ktérym wszyscy uczestnicy najpierw realizujq zadanie podejsciem
A, nastgpnie ma miejsce interwencja, studenci uczestniczq w tzw. “debiasing workshop”, po czym
realizujq zadanie metodq B (nawet jesli zadania te dotyczq projektu architektury régnych systeméw),
wydaje sig wiqza¢ z powaznymi zagrozeniami dla wiarygodnosci wynikéw badari.

Jesli dobrze rozumiem, bo formalna nazwa projektu eksperymentu uzgytego w rogdziale 7 niestety sig
nie pojawia, to de facto mamy do czynienia z projektem, ktdry w literaturze fachowej nosi nazwe one-
group pretest-posttest design, co mogemy sobie przettumaczy¢ jako, jednogrupowy projekt pretestowo-
posttestowy lub jako jednogrupowy projekt z testem wstepnym i testem koricowym. Jednogrupowy,
bo uczestnicy badania (studenci) nie zostali podzielni na grupy (np. kontrolng i alternatywnq),
a pretestowo-posttestowy dlatego, ze faza pierwsza od fazy drugiej oddzielona byta warsztatem
i badano zachowanie uczestnikéw zaréwno w fazie pierwszej (test wstepny), czyli przed, jak i w fazie
trzeciej (test koricowy), czyli po przeprowadzonych warsztatach.

Stabosci takiego projektu eksperymentu mogna znalegé w bogatej literaturze 2wiqzanej
- 2 projektowaniem eksperymentéw. Jug ponad 60 lat temu, Campbell i Stanley (1963) precyzyjnie
wskazali, dlaczego taki projekt, okreslany jako przedeksperymentalny (mamy interwencje, ale nie
mamy ani randomizacji, ani grupy kontrolnej), z jednqg grupq i testem wstegpnym oraz testem
koricowym (oznaczany czesto jako Y1 X Y2) jest bardzo ztym wyborem do testowania wplywu
zmiennej niezaleznej na zmiennq zaleznq Y mierzong w momentach czasu 1 i 2. Te same argumenty
przywoluje réwniez w znacznie nowszej pracy Knapp (2016), wskazujqc na szereg zagrozern.

Knapp (2016) pisze, ze przy takim projekcie eksperymentu “nie ma podstaw do Jjakichkolwiek
wnioskéw, statystycanych czy naukowych, nawet jesli prébka uzyta w badaniu zostala wybrana
losowo (co rzadko si¢ zdarza). Zatézmy na moment, ze istnieje statystycznie istotna réznica (zmiana)
migdzy wynikami testu wstgpnego i testu koricowego. Co mosna w z2wigzku 2 tym powiedzieé?
Nie mozna powiedzieé, ze istnieje statystycznie istotry wpbyw X na Y, poniewaz nie ma losowego
przydziatu do grup eksperymentalnych i kontrolnych (nie ma grupy kontrolnej). Roznica jest taka,
Jjaka jest, i tyle. Jesli prébka jest losowa, mozna konstruowaé przedziat ufnosci wokdt réznicy, ale nie
pomogtoby to we wnioskowaniu czegokolwiek na temat wplywu X.”, Dlatego mozna mie¢ wqtpliwosci
odnosnie rezultatéw raportowanych w rozdziale 7.

- Campbell i Stanley (1963), a za nimi Knapp (2016), ugywajq terminu zagrozenia, aby wskazaé
niekontrolowane kwestie, ktére mogq mie¢ wplyw na Y zamiast lub oprocz X. Uzywajq oni terminu
wiarygodnosci wewnetrznej (ang. internal validity), jako synonimu interpretowalnosci przyczynowej.
Przyktadowe z puli potencjalnych zagrozeri dla wiarygodnosci wewnetrznej projektu pretest-posttest
dla jednej grupy sq nastepujqce:

1. Historia (ang. history): Historia jest zagrozeniem w tym sensie, zZe inne zdarzenia (oprdcz
samego warsztatu) mogly sie wydarzyé migdzy testem wstepnym oraz testem koricowym,
powodujqc zmiang rezultatéw pomiedzy nimi.

2. Dojrzewanie (ang. maturation): Uczestnicy mogli zmienic si¢ migdzy testem wstgpnym a testem
koricowym w sposéb, w jaki i tak mieli sig zmieni¢, poniewaz realizujqc co$ (np. projektujgc
Jakies rozwiqzanie) rozwijajq sig i uczq. Robigc co$ po raz kolejny majq sporq szanse zrobi¢ to
lepiej.
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3. Testing (ang. testing): odnosi sig do sytuacji, gdy czynno$¢ pomiaru zmiennej zaleznej podczas
testu wstepnego wplywa na zachowanie/odpowiedzi uczestnikéw podczas testu koricowego.

4. Regresja statystyczna: Jesli uczestnicy sq znacznie ponigej Sredniej w populacji, ktérq jestesmy
zainteresowani (np. studenci bez doswiadczenia, w odrégnieniu od architektéw majqcych
w tym obszarze praktyczne doswiadczenie przemystowe) i zostali wybrani na tej podstawie, to
zagrogenie to mowi, e raczej uzyskajq lepsze wyniki, srednio, w tescie koricowym, niz w tescie
wstepnym. Nie majq bowiem innej drogi niz “w gére”.

Nie bede przytaczal wszystkich wymienianych w pracach Campbell i Stanley (1963) i Knapp
(2016) mozliwych zagrozeri dla wiarygodnosci wynikéw badari w przypadku wyboru takiego wtasnie
.~ projektu eksperymentu. Dodam tylko, e 2 tego typu projektem badania, Ci sami autorzy wigzq takze
innego rodzaju zagrogenia, tzw. zagrozenia dla wiarygodnosci zewnetrznej (ang. external validity),
-~ traktowanej jako synonim generalizowalnosci.
Rozdziat “Threats to Validity” to idealne miejsce, w ktdrym tego typu zagrozenia dla zewngtrznej
i wewnetrznej wiarygodnosci badari powinny by¢ dyskutowane, szacowane jak bardzo w konkretnym
przypadku sq one powazne (w niektdrych przypadkach zagrozenia bedq znikome, ale réwniez
wtedy warto wskaza¢ dlaczego) oraz jakie czynnosci podjeto, by je gminimalizowac. Omdwienia
tych zagrozeri, zwigzanych z takim, a nie innym, wyborem projektu eksperymentu, zabrakto mi
- w rozdziale 7 pracy.
Knapp (2016) konkluduje, e istnieje szereg pomystéw ulepszenia projektu pretestowo-posttestowego
 dla jednej grupy, ale wszystkie one bledng w poréwnaniu 2z posiadaniem dwdch grup (jednej
eksperymentalnej, jednej kontrolnej), do ktérych uczestnicy sq przydzielani losowo. Jesli zalezy nam
' na ocenie prayczynowosci, to tego typu projekty eksperymentdw sq zdecydowanie sensowniejsze, niz
projekty badari bez grupy kontrolnej.

Uwaga 8:

Na stronie 97 pojawia sig stwierdzenie, ze ogtem 61% uczestnikéw miato wczesniejsze doswiadczenie
w tworzeniu oprogramowania, wynoszqce od 0,3 do 3 lat (“Overall, 61% of the participants

~ had prior experience in software development...”). Czy to oznacza, ge blisko 40% uczestnikéw

~ nie miato jakiegokolwiek doswiadczenia w wytwarzaniu oprogramowania, a mieli realizowa¢

. bardzo odpowiedzialne zadanie, ktdre powierza sig architektom oprogramowania? Architekci
oprogramowania zwykle majq za sobq lata pracy w przemysle i wiele zrealizowanych i wdrozonych
realnych projektéw w obszarze ingynierii oprogramowania. Zaktadam jednak, ze to pomytka (lub
dotyczy to doswiadczenia praemystowego) i ze wszyscy uczestnicy badania mieli jakies doswiadczenie,
przynajmniej w wytwarzaniu oprogramowania.

W rozdziale 8 przedstawiono nieopublikowane jeszcze badanie, ktérego Doktorantka jest pierwszg
autorka, z jawnie wskazanym, jak w przypadku wczesniejszych rozdziatéw, wkladem wiasnym
w postaci: oryginalny pomyst badawczy, projekt metody badawczej, czgéC zbierania danych,
wiekszo$é analizy danych (kodowanie), wiekszoé¢ prac nad tekstem publikacji (“Original research
idea, research method design, part of data gathering, most of the data analysis (coding), most of the
paper writing.”). W tym przypadku Doktorantka wspélpracowata z naukowcami z Niemiec i Brazylii
co wskazuje na otwarto$¢ Kandydatki i jej umiejetno$é wspétpracy z innymi naukowcami, takze
z zagranicy, co §wietnie rokuje na przyszio$é.
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W badaniu wzigto udziat 18 praktykéw z trzech krajéw. Zostali oni zrekrutowani w parach. Praktycy
z kazdej pary musieli pracowaé razem, na podobnych stanowiskach nad przynajmniej jednym
projektem i mogli dzieli¢ sie szczegétami na temat architektury tworzonego systemu. Jedna osoba
z kazdej pary uczestniczyta w warsztacie, a druga nie (uczestnik grupy kontrolnej), przy czym
warsztat réznit sie od tego opisanego w rozdziale 7 tym, ze zamiast techniki trzeciej polegajacej
na monitorowaniu konwersacji pod katem bledu potwierdzenia, uczestnicy byli zobligowani do
wyraznego wskazywania alternatywnych rozwiazan architektonicznych. Nastepnie uczestnicy brali
udzial w tzw. “sesjach myslenia na glos (ang. think-aloud sessions)” (Razavian i in. 2019), podczas
ktérych omawiali, w jaki sposéb mozna ulepszyé istniejacq architekture. Por6wnano argumentacje
uzyta przez grupg kontrolng i uczestnikéw grupy uczestniczacej w warsztatach.

Rozdziat 8 adresuje gléwne mankamenty badania z rozdziatu 7. Kandydatka wprost adresuje
watpliwos¢ polegajaca na tym, ze nie jest jasne, czy pozytywny efekt mozna uzyskaé u uczestnikéw
bedacych nie studentami, lecz praktykami w kontekscie rzeczywistych projektéw inzynierii
oprogramowania. To jest pierwsza warto$¢ dodana tego rozdziatu w stosunku do poprzedniego.
Kolejna mocna strona, ktérej Kandydatka nie uwypuklita w tekscie pracy, wynika z faktu, iz
w rozdziale 8 adresuje réwniez, wskazany przeze mnie w Uwadze {7} do rozdzialu 7, powazny
mankament wybranego tam projektu eksperymentu, polegajacy na braku grupy kontrolnej.
W badaniu opisanym w rozdziale 8 taka grupa juz si¢ pojawia. W efekcie rozdziat ten mozna uznaé
za zdecydowanie najbardziej dojrzata czesé rozprawy (takze biorac pod uwage migedzynarodowy
zasigg badarl) i jednoczeénie sformutowaé Przyczynek{4]

Przyczynek 4: Zaproponowany warsztat majacy na celu przeciwdziatanie wplywu
bledéw poznawczych na zacigganie architektonicznego dtugu technicznego okazat si¢
by¢, w przypadku praktykéw, wstepnie obiecujacym rodzajem interwencji (zmiejszyta
si¢ liczba wystapient wszystkich trzech bledéw poznawczych, choé nie w statystycznie
istotny sposéb), a badanie empiryczne przeprowadzono z udziatem praktykéw z trzech
krajéw i z wykorzystaniem grupy kontrolnej, co minimalizuje zagrozenia dla wiarygodnosci
wynikéw badari.

Uwaga 9:

W Przyczynku 74“ uzywam nieco ostrozniejszych sformutowari niz Kandydatka w tresci rozprawy,
ograniczajqc sig do eksperymentu z praktykami, ktdrego projekt umozliwia juz formutowanie
pewnych konklugji. Nawet w tym przypadku mamy jednak do czynienia z bardzo matq liczbq
uczestnikéw badania. W tym kontekscie pozwolg sobie polecié serig artykutéw Kitchenham i Madeyski
(2024), Kitchenham i in. (2017) i Kitchenham i in. (2019). Pokazujemy w nich jak i za pomocq
Jjakich metod statystycznych (nie tak wrazliwych na liczbe uczestnikéw badania czy rozklad danych
daleki od normalnego) analizowaé eksperymenty, w szczegdlnosci te z matq liczbq uczestnikéw (co
zresztq jest typowe w ingynierii oprogramowania), i jakich konkretnie miar sily efektu warto uzyc

- (bo nawet statystycznie istotny rezultat nie oznacza, Ze mierzony przez niq efekt jest znaczqcy lub
wazny, a rozwiqzaniem tego problemu jest zmierzenie sity testowanego efektu).

Rozdziat 9 skupia si¢ na oméwieniu wktadu Kandydatki na podstawie rozdzialéw 3-8 oraz bardzo
krétkim przedstawieniu ograniczen przeprowadzonych badar.



Uwaga 10:

Omawiajgc ograniczenia przeprowadzonych badari w rozdziale 9.0.1, nie wskazata Pani na

potencjalane ograniczenia dotyczqce generalizowalnosci wynikéw badari i zaproponowanej techniki

(np. do innych $rodowisk, proceséw wytwdrczych, firm, grup demograficznych, niz te w ktoérych

przeprowadzono badania). Zastanawiam sig, czy dostrzega Pani jakies potencjalane ograniczenia
- w tym zakresie?

Rozdzial 10 sprowadza si¢ do zwieztych konkluzji i wskazania potencjalnych kierunkéw dalszych
badan.

Uwaga 11:

W rozdziale 10 (Conclusion) troche zabraklo mi fragmentu wskazujqcego, dlaczego problem
i uzyskane wyniki sq wazne, jakie jest ich znaczenie, jakie sq implikacje i jak mogq wplyngé na
branze.

Ponizej dotaczam liste innych drobnych uwag, ktére nasunely mi si¢ podczas niewatpliwie
interesujgcej lektury rozprawy.

Uwaga 12: Inne uwagi, btedy, ewentualne niepoprawne sformulowania

1. Potknigcia jezykowe, np.:

o “W wigkszosci przypadkéw btedny poznawcze byly zrédtem réznych opacnzych decyzji, w zwiqzku
z czym badacze starajq si¢ zlagodzi¢ wplyw uprzedzeri na praktykéw oprogramowania. ” oraz ‘w
trzech kropah” na stronie 5.

e “Pp pierwsze, znaleziono najczesciej uzywane powody sjqce”, “zaciqganie architecktoniczneg
dlugu” oraz “Ostatecznie, zaprojektowano warsztat preeciwdzialajqcy, ktdre okazay sig korgystny”
na stronie 6.

e Drobiazgi: “suggets” str. 22, “Rafal” str. 29, “bias-es” str. 50 i 60, “conformation bias” str. 52, “be-
tween” str. 54 i 59, “mes-sages” str. 55, “soft-ware” str. 59 i 60, “in-formed” str. 60, “is-sues” str.
61, “Section ??” str. 60, “the need for such such tasks” str. 75, “an simple” str. 75, “withe” str. 81,
“on-biased” str. 102, “if thr participant’s colleagues” str. 118, “whould” str. 123.

2. Sekcja 3.6 (Results), str. 38 - “we consider the rationale as important to a given group of architects ifit
was indicated but at least 20% of them. Additionally, we focused on software quality attributes that were
mentioned by less than 5% of the participants” - Dlaczego akurat 20% 1 5%?

3. Rozdzialy 9 i 10 nie majq zadnego podrozdziatu (np. 9.1, czy 10.1), majq natomiast podpodrozdziaty
9.0.1. oraz 10.0.1.

4. “Section provides  information  on previous  research  relevant  to this  study.
Section describes the specifics of our research method. The results of the experiment are
presented in Section and discussed in Section . Section explores the threats to validity. Finally, we
summarize this study in Section .” str. 105, “Third, our participants were all experienced practitioners,

as described in Section .” str. 109, “as described in Section .” str. 110, “(as explained in Section )” str.
120 - brakuje numerdw sekcji.

5. “All p-values mentioned in this section were calculated using the non-parametric Wilcoxon Signed Rank
Test.” str. 98, “we planned to use the non-parametric Wilcoxon Signed Rank Test [176]” str. 109... -
przydaloby sig uzasadnienie wyboru.



6. Wydaje sig, ze bibliografia zawiera powtarzajqce sig i niekiedy niepoprawnie zaprezentowane pozycje,
np.:
* “[105] K. Daniel, Thinking, fast and slow. 2017.” Zaktadam, ze “K. Daniel” to w istocie Daniel
Kahneman z referencji “[11] D. Kahneman, Thinking, fast and slow. Macmillan, 2011.”

* “[75] A. Tang, M. Razavian, B. Paech, and T. M. Hesse,” - ta referencja (do ktdrej gresztq jest sporo
odwolari) nie zawiera zadnych informacji poza autorami.

3 Podsumowanie

Uktad rozprawy doktorskiej oceniam pozytywnie; tworzy on kompletng i spéjna catoéé, od
zdefinowania celu i pytan badawczych, po finalng propozycje autorskiego rozwigzania i jego
ewaluacje, ze ogranicze sie do najwazniejszych sktadowych.

Zastosowane w rozprawie pi$miennictwo odzwierciedla przedmiot badani Autorki i obejmuje
zarébwno publikacje naukowe (w tym takze systematyczne przeglady), ktére ukazaly sie
w materiatach miedzynarodowych konferencji oraz w uznanych miedzynarodowych czasopismach
naukowych zwigzanych z tematyka rozprawy, jak réwniez ksigzki naukowe i popularnonaukowe.
Zebrana literatura zawiera w sumie 182 pozycje, jest aktualna, réznorodna i bogata. To
powiedziawszy swietnie bytoby, gdyby w pracy znalazt si¢ jednak systematyczny przeglad literatury
(vide Uwaga [1). Prowadzac badania ankietowe w inzynierii oprogramowania czesto odwolujemy
si¢ np. do prac Kitchenham i Pfleeger (2008), Molléri i in. (2016), Kasunic (2005), Lindker i
in. 1:20151?‘? Brak tych odwotari nieco zaskakuje. Jednoczeénie jednak mozna uznaé, ze jest on
niwelowany przez odwotania do innych prac zwigzanych z tematykq badan ankietowych.

Ogélny cel badai Kandydatka formuluje w rozdziale 1 jako stworzenie strategii, ktéra
ograniczytaby negatywny wplyw bledéw poznawczych na decyzje dotyczace architektury.
Postawiony cel mozna uzna¢ za wazny i trafnie dobrany. Z ogélnym celem pracy
powigzano szczegétowe pytania badawcze RQ1-RQ4. Takie podejscie jest powszechnie stosowane
w rozprawach doktorskich z inzynierii oprogramowania, z jakimi miatem do czynienia w Szwecji,
czy w Wielkiej Brytanii, i uznaje taka konstrukcje za jak najbardziej sensowna. Cel rozprawy;,
jak i szczegétowe pytania badawcze, wpisujg sie w aktualny nurt badafi w obszarze inzynierii
oprogramowania, omawiany w rozprawie. Jednoczeénie, tak sformutowany cel jest atrakcyjny nie
tylko z naukowego, ale réwniez biznesowego, czy praktycznego punktu widzenia, co uwazam za
bardzo cenne.

Tre$¢ rozprawy wskazuje na wykorzystanie szerokiego spektrum metod badawczych, w szczegdl-
nodci sg to kwestionariusze i wywiady z ekspertami (w celu odpowiedzi na pytanie badawcze
RQ1), warsztaty grupowe z ekspertami (RQ2), wywiady z architektami oprogramowania (RQ3),
badanie pilotazowe, eksperyment ze studentami oraz eksperyment z doswiadczonymi praktykami
(RQ4). Dobér tych metod i ich uzycie oceniam pozytywnie. Na docenienie zastuguja wysitki pole-
gajace na dyskusji zagrozeri dla wiarygodnoéci badan (ang. threats to validity), choé niektére z nich
Kandydatce umknely (w szczegdlnosci te zwigzane z wybranym projektem eksperymentu, o czym
mowa w Uwadze[7). Brakowato mi tez systematycznego przegladu literatury w tresci pracy (o czym
wspomniatem formutujac Uwage ﬁ} Ryzyko, czy przeglad literatury, ktéry nie do korica wiadomo

“Praca Melegati i in. (2024) jest zbyt §wieza, by Kandydatka miata szanse ja cytowaé, ale dotaczam, gdyz moze
przydac sie w przysziosci.



jak zostat przeprowadzony, faktycznie objat kompletny stan sztuki w analizowanym obszarze, jest
w jakim§ stopniu niwelowane $wietnym doborem miejsc publikacji. Mozna bowiem zatozy¢, ze eks-
perci w tym obszarze majg najwiekszg szanse wychwyci¢ewentualne braki w zakresie stanu sztuki,
do ktérego nalezatoby sie odnies¢.

Szczegbtowe oméwienia wynikéw badan miaty miejsce na biezaco, w kolejnych rozdziatach, i poza
pewnymi uwagami, ktére pozwolitem sobie sformutowaé w tresci recenzji (np. konkluzje miejscami

wydaja sie zbyt mocne, vide Uwagi {4}7’1@, ten aspekt pracy réwniez oceniam pozytywnie.
Mozliwosé praktycznego zastosowania uzyskanych wynikéw badan oceniam bardzo wysoko. W tym
konkteécie, Przyczynek 4 uwazam za kluczowy i mogacy odcisngé swoje pigtno na realnych
procesach inzynierii oprogramowania. To duze osiagniecie Doktorantki i jednocze$nie domknigcie
drogi, ktéra do niego prowadzita, a ktérg ilustruja Przyczynki 1, 2 i 3. To powiedziawszy,
przedstawiona propozycja mogtaby zosta¢ sformutowana w postaci nazwanej praktyki lub zestawu
praktyk i zaproponowana jako uzupelnienie lub powiazana/zintegrowana z jaka$ metodykg lub
metodykami funkcjonujacymi w inzynierii oprogramowania (a by¢ moze takze ze stojgcymi w ich
tle zasadami czy warto$ciami). Wskazuje to jako potencjalny i moim zdaniem interesujacy kierunek
dalszych prac.

Informacje o narzucajacych sie pytaniach, watpliwosciach, czy ewentualnych nieprawidtowosciach
mozna znalezé w sformutowanych wyzej Uwagach do poszczegdlnych rozdziatéw pracy.
Podniesione uwagi lub ewentualne nieprawidlowosci nie prowadza do podwazenia niewgtpliwych
osiggnie¢ Kandydatki.

W kontekécie przedstawionych przeze mnie argumentéw, w tym wkiadu w rozwdj dyscypliny
wskazanego w Przyczynkach 1, 2, 3, a w szczegdlnosci 4, nie mam watpliwodci, ze przedtozona
do recenzji rozprawa doktorska, za ktérg stojg réwniez bardzo solidne publikacje w materiatach
wiodacych konferencji (rangi CORE A) z obszaru architektury oprogramowania, stanowi cenne
i oryginalne rozwigzanie problemu naukowego zwiazanego z tym, jak ograniczy¢ negatywny wplyw
btedéw poznawczych na decyzje dotyczace architektury tworzonych rozwigzari oprogramowania.

W mojej ocenie, Kandydatka w swojej rozprawie trafnie zdefiniowata problem badawczy,
a nastepnie w serii kolejnych krokéw (vide Przyczynki 1-4), stanowigcych cenny wklad
w rozwdéj dyscypliny informatyka techniczna i telekomunikacja, doprowadzita do zaproponowania
rozwigzania, ktére ma szanse znalez¢ szerokie, praktyczne zastosowanie.

Jednoczeénie uwazam, ze rozprawa doktorska prezentuje ogdlng wiedze teoretyczng Kandydatki
w dyscyplinie informatyka techniczna i telekomunikacja oraz umiejetnoé¢ samodzielnego
prowadzenia pracy naukowej, na co wskazuje zaréwno tre$é¢ rozprawy, jak i wiodaca rola
Kandydatki i bardzo czesto solowy wktad zaré6wno w pomysty badawcze, jak i realizacje
poszczegblnych zadah w ramach publikacji stojgcych za rozdziatami 3-8.

Lektura dysertacji pozwala stwierdzié, ze recenzowana praca doktorska speinia ustawowe
wymagania stawiane rozprawom doktorskim. W zwigzku z tym wnioskuj¢ o przyjecie rozprawy
doktorskiej i dopuszczenie Pani magister Klary Borowej do publicznej obrony.
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Cel i zakres tematyczny rozprawy

Celem badan przedstawionych w rozprawie doktorskiej byto zbadanie wptywu btedéw poznawczych na pro-
ces podejmowania decyzji architektonicznych w trakcie wytwarzania oprogramowania oraz opracowanie
podejs¢/metod ograniczajgcych taki wptyw (tzw. debiasing), co w konsekwencji moze przektada¢ sie na
wzrost jakosci proponowanych rozwigzan architektonicznych. Zdefiniowany cel badawczy taczy ze sobg
aspekty istotne z perspektywy inzynierii oprogramowania z ugruntowanymi podstawami teoretycznymi z
zakresu psychologii. Zakres rozprawy obejmuije logicznie powigzany ze sobg cykl badar dotyczacy identyfi-
kacji przestanek jakimi kieruja sie praktycy podejmujac decyzje architektoniczne oraz roli btedéw poznaw-
czych w tym procesie, poprzez badanie wptywu btedéw poznawczych na powstawanie tzw. architektonicz-
nego dtugu technologicznego, a koriczac na badaniu propozycji strategii/metod majacych na celu ograni-
czanie udziatu tychze btedéw w podejmowaniu decyzji architektonicznych.

W rozprawie nie sformutowano tezy badawczej, okreslajgc w zastepstwie cztery gtéwne pytania badawcze,
ktére mozna sparafrazowac w nastepujacy sposéb:

e RQ1:Jakie sg gtéwne uzasadnienia dla podejmowania decyzji architektonicznych przez praktykow?

® RQ2: W jaki spos6b btedy poznawcze wptywaja na podejmowanie decyzji architektonicznych?

® RQ3: Czy btedy poznawcze wptywajace na podejmowanie decyzji architektonicznych powoduja po-
wstawanie architektonicznego dtugu technologicznego?

e RQ4: W jaki sposéb mozna zredukowac negatywny wptyw btedéw poznawczych na podejmowanie
decyzji architektonicznych?
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Biorgc pod uwage wczesniejsze badania dotyczace podejmowania i dokumentowania decyzji architekto-
nicznych oraz badania dotyczace roli btedéw poznawczych w innych obszarach inzynierii oprogramowania
nalezy podkresli¢, ze zaproponowany cel badawczy jest interesujacy i nowatorski, a wktad wynikajacy z
przeprowadzonych badan empirycznych jest cenny dla rozwoju dyscypliny.

Zawartosc i uktad pracy

Recenzowana rozprawa doktorska napisana jest w jezyku angielskim, obejmuje 167 stron i podzielona jest
na 10 rozdziatéw oraz bibliografie. Pie¢ rozdziatdw rozprawy zostato przygotowanych na podstawie wcze-
$niej opublikowanych prac naukowych, ktérych wspotautorka (a w przypadku czterech z nich takze pierwsza
autorka) jest doktorantka t;j.:

e Borowa, K., Lewanczyk, R., Stpiczyniska, K., Stradomski, P., & Zalewski, A. (2023). What rationales
drive architectural decisions? An empirical inquiry. In European Conference on Software Architec-
ture (pp. 303-318). Cham: Springer Nature Switzerland.

e Zalewski, A., Borowa, K., & Ratkowski, A. (2017). On cognitive biases in architecture decision mak-
ing. In Software Architecture: 11th European Conference, ECSA 2017, Canterbury, UK, September
11-15, 2017, Proceedings 11 (pp. 123-137). Springer International Publishing.

e Borowa, K., Zalewski, A., & Kijas, S. (2021). The influence of cognitive biases on architectural tech-
nical debt. In 2021 IEEE 18th International Conference on Software Architecture (ICSA) (pp. 115-
125). IEEE.

e Borowa, K., Dwornik, R., & Zalewski, A. (2021). Is knowledge the key? an experiment on debiasing
architectural decision-making-a Pilot study. In Product-Focused Software Process Improvement:
22nd International Conference, PROFES 2021, Turin, Italy, November 26, 2021, Proceedings 22 (pp.
207-214). Springer International Publishing.

e Borowa, K, Jarek, M., Mystkowska, G., Paszko, W., & Zalewski, A. (2022). Debiasing architectural
decision-making: a workshop-based training approach. In European Conference on Software Archi-
tecture (pp. 159-166). Cham: Springer International Publishing.

Warto zaznaczy¢, ze pomimo oparcia istotnej czesci rozprawy o wczesniej opublikowane artykuty naukowe
zachowuje ona jednorodny, spdjny i kompletny charakter pozycji ksigzkowej.

Pierwsze dwa rozdziaty rozprawy stanowig wprowadzenie. Rozdziat 1 zarysowuje cel i gtéwne pytania ba-
dawcze rozprawy omawiajgc takze jej strukture, a rozdziat 2 zawiera wprowadzenie teoretyczne przybliza-
jac czytelnikowi zagadnienia zwigzane z istnieniem i rolg btedéw poznawczych (ze szczegdlnym uwzglednie-
niem badan prowadzonych w obszarze inzynierii oprogramowania) oraz typowymi strategiami redukcji ich
wptywu. W kolejnych szesciu rozdziatach przedstawiono wyniki przeprowadzonych badan empirycznych
uktadajac je w logicznie powigzang sekwencje.

W rozdziale 3 opisano badania, ktérych celem byto okreslenie jakimi przestankami kierujg sie praktycy po-
dejmujgc decyzje architektoniczne w projektach informatycznych. Zaprojektowano i przeprowadzono dwu-
fazowe badanie empiryczne obejmujgce badanie ankietowe przy udziale 63 uczestnikéw oraz pogtebione
wywiady z 13 uczestnikami wczesniejszego badania ankietowego. Przedstawione w rozdziale wyniki

2



POLITECHNIKA POZNANSKA

INSTYTUT INFORMATYKI

WYDZIAL INFORMATYKI | TELEKOMUNIKACJI
ul. Piotrowo 2, 60-965 Poznan

tel.: +48 (61) 665 2997, +48 (61) 665 2999
e-mail: office_cs@put.poznan.pl
www.cs.put.poznan.pl

badan wskazuja, ze praktycy najczesciej wybierajg rozwiazania, ktére sg im znane lub ktére wydaja sie by¢
stosunkowo fatwe w implementacji. Wyniki badar wskazujg réwniez na istotne réznice w sposobie podej-
mowania decyzji w zaleznosci od do$wiadczenia zawodowego decydenta.

W rozdziale 4 przedstawiono wyniki badari empirycznych, ktérych celem byto zidentyfikowanie najwazniej-
szych btedow poznawczych obecnych w procesie podejmowania decyzji architektonicznych oraz rozpozna-
nie, jak btedy te oddziatujg na rézne aspekty podejmowanych decyzji. Badanie oparto o warsztat z udziatem
14 praktykow, podczas ktérego zidentyfikowano 12 kluczowych bteddw poznawczych majgcych wptyw na
podejmowanie decyzji architektonicznych. Wyniki badania wskazuja, ze btedy poznawcze sg powszechne i
maja istotny wptyw na decyzje architektoniczne, zakres rozwazanych alternatyw oraz postrzeganie wyma-
gan. Dodatkowo rozwazano takze mozliwe podejscia do ograniczenia wptywu btedéw poznawczych na pro-
ces podejmowania decyzji architektonicznych.

W rozdziale 5 przedstawiono wyniki badania dotyczgcego wptywu btedéw poznawczych na powstawanie
architektonicznego dtugu technicznego (ATD). Bazujac na wywiadach z 12 praktykami zaobserwowano wi-
doczne powigzania pomiedzy wystapieniem poszczgélnych typow btedéw poznawczych na etapie podej-
mowania decyzji architektonicznych a pojawieniem sie dtugu technologicznego okreslonego rodzaju. Jako
najbardziej istotne z tej perspektywy rodzaje btedéw poznawczych uznano zakotwiczenie, nadmierny opty-
mizm oraz efekt potwierdzenia. W ramach prowadzonych wywiadéw zebrano takze opinie uczestnikéw do-
tyczace mozliwych podejs¢ do przeciwdziatania btedom poznawczym.

Kolejne trzy rozdziaty - 6, 7 oraz 8 - skupiajg sie na rozwoju i badaniu podejé¢ do przeciwdziatania wystepo-
wania bted6éw poznawczych w trakcie podejmowania decyzji architektonicznych. W rozdziale 6 doktorantka
przedstawita wyniki pilotazowego badania majacego na celu ocene skutecznosci prostej interwencji , debia-
singowej” polegajacej na przyblizeniu decydentom w ramach prezentagiji wiedzy na temat trzech wybranych
typow btedéw poznawczych oraz ich wptywu na podejmowanie decyzji architektonicznych. Badanie zostato
przeprowadzone na dwdch grupach studentéw, przy czym tylko jedna z nich wystuchata prezentacji doty-
czacej btedéw poznawczych. Badanie obejmowato przeprowadzenie czterech spotkar projektowych w try-
bie zdalnym, podczas ktérych uczestnicy dyskutowali biezace decyzje projektowe, a ich wypowiedzi byty
nagrywane, transkrybowane i kodowane pod katem wystepowania okreslonych btedéw poznawczych. Wy-
niki badania wykazaty, ze prezentacja dotyczaca btedéw poznawczych nie przyniosta oczekiwanego efektu
—grupa niepoddana interwencji uzywata wiecej racjonalnych argumentdéw niz grupa, ktéra wystuchata pre-
zentacji. Obie grupy wykazaty dominujacy wptyw btedu zakotwiczenia, a takze efektu potwierdzenia oraz
btedu nadmiernego optymizmu. Na podstawie wstepnych wynikéw uznano badane podejscie do ogranicza-
nia wystapienia btedéw poznawczych jako niewystarczajace sugerujac koniecznoéé zastosowania bardziej
zaawansowanych technik debiasingowych.

W rozdziale 7 doktorantka przedstawita badanie eksperymentalne majgce na celu ocene skutecznosci za-
stosowania specjalizowanych warsztatéw ograniczajacych wptyw btedéw poznawczych na proces podejmo-
wania decyzji architektonicznych. Badanie zostato przeprowadzone na grupie 44 studentéw studiéw magi-
sterskich z podziatem na 12 zespotdw. Kazdy zesp6t opracowat dwa projekty architektoniczne —jeden przed
udziatem w warsztatach, a drugi po ich ukoiiczeniu. Warsztaty obejmowaty prezentacje dotyczgcg btedow
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poznawczych oraz ¢wiczenia majace na celu zastosowanie technik debiasingowych, takich jak anty-zakotwi-
czenie, przeciwdziatanie efektowi potwierdzenia oraz redukcji btedu polegajacego na nadmiernym optymi-
zmie. Analiza nagranych dyskusji wskazata na widoczng poprawe w sposobie argumentacji oraz jakosci po-
dejmowanych decyzji po warsztatach. Uczestnicy zaczeli czesciej prezentowaé bardziej racjonalne argu-
menty i mniej poddawac sie wptywowi btedow poznawczych. Zaobserwowano natomiast, ze zmianie nie
ulegta sama liczba stwierdzen obarczonych btedem poznawczym.

W rozdziale 8 przedstawiono wyniki badania majacego na celu sprawdzenie czy obserwacje poczynione w
ramach eksperymentu z udziatem studentéw mozna przenie$¢ na grunt przemystowej praktyki wytwarzania
oprogramowania. Ponownie badanie zaprojektowano jako kontrolowany eksperyment podzielony na dwie
fazy — badanie pilotazowe oraz badania wtasciwe. tacznie w badaniu udziat wzieto 18 praktykéw pochodza-
cych z trzech krajéw. Dodatkowo na bazie wcze$niejszych doswiadczen wprowadzono usprawnienia do za-
kresu warsztatu debiasingujacego. Zaobserwowano, ze po wzigciu udziatu w warsztacie zmniejszeniu ulegta
liczba zaobserwowanych wystapien btedéw poznawczych. W przeciwienstwie do wczesniejszego badania
nie zaobserwowano wzrostu liczby argumentdw nie obcigzonych btedami poznawczymi. Na podstawie ze-
branych doswiadczer opracowano takze zbidr porad praktycznych zwigzanych z prowadzeniem warsztatéw
debiasingowych w praktyce.

Rozdziaty 9 i 10 zamykaja rozprawe podsumowujgc najwazniejsze wyniki oraz ograniczenia badan w kon-
tekscie postawionych wczesniej centralnych pytar badawczych.

Ocena zastosowanego pismiennictwa w ramach rozprawy doktorskiej

Dobor literatury w pracy naukowej jest kompleksowy (praca zawiera 182 odniesienia literaturowe) i obej-
muje zarowno prace teoretyczne dotyczace bteddw poznawczych, jak i prace badajace ich wptyw na procesy
inzynierii oprogramowania. Dodatkowo, rozprawa uwzglednia badania dotyczace dtugu technicznego oraz
metod debiasingu, co pozwala na wszechstronne zrozumienie problematyki i identyfikacje potencjalnych
rozwigzan. Literatura zostata starannie wyselekcjonowana, aby wspiera¢ badania empiryczne i dostarcza¢
solidnych podstaw teoretycznych dla przeprowadzanych eksperymentdéw i analiz.

Bibliografia jest aktualna i obejmuje zaréwno klasyczne, jak i nowsze zrédta, co $wiadczy o solidnym przy-
gotowaniu teoretycznym doktorantki. Autorka wykorzystuje odpowiednie zrédta do wsparcia swoich argu-
mentdéw, co zwieksza wiarygodnos¢ i gtebokos¢ analiz.

Ocena doboru i poprawnosci zastosowania metod badawczych

Badania zaprezentowane w rozprawie zostaty oparte o empiryczne metody badawcze. Doktorantka zasto-
sowata peten wachlarz metod tego typu poczynajac od badania ankietowego, poprzez wywiady i warsztaty
a konczac na kontrolowanych eksperymentach. Trzeba przyznaé, ze dobdr metod i réznorodno$é podejéé
robi bardzo dobre wrazenie i jest godne uznania.

Jesli chodzi o metody analizy danych. Doktorantka korzystata gtéwnie z metod jakoséciowych opartych o
generowanie hipotez i kodowanie otwartych tekstéw (najczesciej pozyskanych w drodze transkrypcji zapisu

4



POLITECHNIKA POZNANSKA

INSTYTUT INFORMATYKI

WYDZIAL INFORMATYKI | TELEKOMUNIKACJI
ul. Piotrowo 2, 60-965 Poznan

tel.: +48 (61) 665 2997, +48 (61) 665 2999
e-mail: office_cs@put.poznan.pl
www.cs.put.poznan.pl

audio), aczkolwiek w przypadku badarn opisanych w ostatnich rozdziatach rozprawy uzyto takze metody
ilosciowe wsparte wnioskowaniem statystycznym.

Uzyskane wyniki i ich znaczenie dla rozwoju dyscypliny naukowej oraz praktyki

W pracy przedstawiono szereg bardzo wartosciowych wynikdéw badawczych. Do najbardziej interesujgcych
w moim odczuciu nalezy zbadanie wptywu btedéw poznawczych na decyzje architektoniczne oraz ich obec-
nos$¢ w ramach decyzji projektowych prowadzacych do powstawania architektonicznego dtugu technolo-
gicznego. Pomimo tego, ze badania te w znaczacej mierze majg charakter eksploracyjny, to ich wyniki juz
na tym etapie majg istotng wartos$¢ praktyczng. Jak pokazaty badania zwigzane z przeciwdziataniem wptywu
btedéw poznawczych na podejmowanie decyzji architektonicznych juz samo zwiekszenie $wiadomosci prak-
tykéw co do ich istnienia i roli w procesie decyzyjnym moze nie$¢ za sobg wymierne korzysci. Proponowane
warsztatowe techniki debiasingu mogga zosta¢ zastosowane w szkoleniu architektéw oprogramowania a
takze studentéw kierunkéw informatycznych dajgc nadzieje na polepszenie jakosci sposobu argumentowa-
nia oraz dyskutowania na temat decyzji projektowych.

Uwagi krytyczne i pytania

W moim przekonaniu doktorantka wykazata sie duzg dbatoscig o szczegdty w trakcie realizacji prowadzo-
nych badan, niemniej jednak lektura rozprawy sktania mnie do zadania kilku pytar oraz sformutowania kilku
ogodlnych uwag co do jej tresci.

1) Reprodukowalne badania naukowe (ang. Reproducible Research). Istotng cechg prawidtowo wykona-
nych badan empirycznych jest ich przejrzystos¢ (transparentno$c) oraz reprodukowalno$é. W zwigzku z tym
intensywnie promowang praktyka badawczg w obszarze empirycznej inzynierii oprogramowania jest uzu-
petnianie raportédw z prowadzonych badan o tzw. pakiety reprodukcyjne, pozwalajgce zweryfikowaé narra-
cje autorow prac naukowych korzystajac bezposrednio z materiatéw zrédtowych. W przypadku badar opi-
sanych w ostatnich rozdziatach rozprawy opublikowano tego typu pakiety, co nalezy docenié. Niestety po-
dobne pakiety nie sg dostepne dla wczesniejszych badari. W moim odczuciu uzupetnienie tych materiatéw
bytoby niezwykle wartosciowe.

2) W ramach badania ankietowego opisanego w rozdziale 3 dotyczacego przestanek do podejmowania de-
cyzji architektonicznych pozyskano szeroki zakres danych demograficznych o uczestnikach (m.in. wiek, pte¢,
wielkos¢ firmy oraz branza, w ktérej funkcjonuje), natomiast w ramach przedstawionych analiz skupiono
sig wytacznie na powigzaniu do$wiadczenia decydentéw (mierzonego w latach pracy) z rodzajem przesta-
nek prowadzacych do podejmowania przez nich decyzji architektonicznych. Dlaczego doktorantka wybrata
tylko ten aspekt jako potencjalnie powigzany z wyborem przestanek?

3) W tym samym badaniu ankietowym pytano o najcze$ciej wystepujace przestanki do podejmowania de-
cyzji architektonicznych nie pytajac o same decyzje, co w moim odczuciu moze rodzi¢ pewne istotne impli-
kacje w kontekscie badan czestotliwosciowych. Np. prowadzi do niejawnego zatozenia, ze wszyscy uczest-
nicy podejmowali zblizone rodzaje decyzji projektowych. Odwotujac sie do definicji decyzji architektonicz-
nej zaproponowanej przez Jana Boscha nalezy zauwazy¢, ze nie kazda decyzja projektowa jest decyzja
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architektoniczng. Wedtug Boscha decyzje architektoniczne to takie, ktdre majg istotny wptyw na strukture
komponentow i konektoréw czy tez niosg ze sobg reguty lub ograniczenia dla tego w jaki sposéb rozwijany
jest system w ramach danej architektury.* Zatem rodzi sie pytanie - czy i na jakiej podstawie mozemy zato-
zy¢, ze uczestnicy badania podejmowali tego typu decyzje i byly to decyzje o zblizonej randze — np. czy
mozemy stwierdzic, ze programista posiadajgcy nikte doswiadczenie zawodowe podejmowat faktycznie de-
cyzje, ktoére maja znamiona decyzji architektonicznych. Jakie znaczenie moze mieé ten problem dla popraw-
nosci konkluzji z tego badania?

Podobnie ocena czestotliwosci wystapiert poszczegdinych przestanek do podejmowania decyzji architekto-
nicznych wydaje sig bazowa¢ na niejawnym zatozeniu o jednorodnosci kontekstéw projektéw, w ktérych
brali udziat uczestnicy badania. Czy mozemy zatozy¢, ze takie same przestanki bedg miaty miejsce przy po-
dejmowaniu decyzji architektonicznych dla prostej aplikacji internetowej jak i dla ztozonego systemu ban-
kowego? Czy nie znajac kontekstu podejmowania decyzji mozemy w bezpieczny sposdb wysnué wnioski na
temat czgstotliwosci/popularnosci przestanek do podejmowania decyzji architektonicznych w ramach tego
badania?

4) W badaniu dotyczacym wystepowania btedéw poznawczych w procesie decyzyjnym (rozdziat 4 rozprawy)
uczestnicy zapoznawali sig z lista 105 btedéw poznawczych. Biorgc pod uwage ich znaczng liczbe rodzi
sig pytanie, czy kolejno$¢ prezentowania btedéw na liscie mogta przetozy¢ sie na wyniki badania czestotli-
wosci wystapienia tych btedéw poznawczych? Czy badano ten aspekt lub przeciwdziatano jego wptywowi
np. podajgc uczestnikom losowo posortowane listy?

5) Badajac zwigzek btedéw poznawczych z wystgpowaniem architektonicznego dtugu technologicznego
jako najbardziej istotne btedy poznawcze uznano te o najwiekszej czestotliwosci wystepowania. Czy spoj-
rzenie na problem istotnosci wyfacznie z perspektywy prawdopodobienstwa (czestotliwosci) jest wystar-
czajace? Czy nie powinno zosta¢ ono wzbogacone o aspekty zwigzane z oceng konsekwencji, podobnie jak
ma to miejsce w przypadku analizy ryzyka, gdzie ocenami istotno$¢ ryzyka w oparciu o wiele czynnikdw np.
prawdopodobieristwo i wptyw jego wystgpienia?

6) Kontrolowany eksperyment z udziatem studentéw opisany w rozdziale 7 zaktadat sekwencje wykonania
dwdch zadan rozdzielonych warsztatem debiasingowym. Czy i w jaki sposéb kontrolowano wptyw czynnika
jakim jest naturalne uczenie sie/zdobywanie praktycznego do$wiadczenia w trakcie eksperymentu (nieza-
leznie od warsztatu)? Problem ten nie jest zarysowany w podrozdziale na temat zagrozeri do poprawnosci.
Dodatkowo wyniki eksperymentu z udziatem praktykow sugeruja, ze osoby do$wiadczone majg mniej pro-
blemow z formutowaniem argumentéw, ktore nie sg obcigzone btedami poznawczymi co mozna by uznaé
za potencjalny argument $wiadczacy o istotnosci zdobywania do$wiadczenia w tym kontekscie.

7) W ramach eksperymentu z udziatem praktykéw prezentowanym w rozdziale 8 rozprawy przeprowadzono
15 testow statystycznych dla poszczegélnych miar (Tabela 8.3) kazdorazowo zaktadajac staty poziomu

! Bosch, J. (2004). Software architecture: The next step. In Software Architecture: First European Workshop, EWSA
2004, St Andrews, UK, May 21-22, 2004. Proceedings 1 (pp. 194-199). Springer Berlin Heidelberg.
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istotnosci. Czy poczynione obserwacje nie podlegaja zagrozeniu do poprawnosci wynikajacego z wielokrot-
nego testowania (ang. multiple testing)?

8) W pracy mozna znalei¢ takze drobne defekty techniczne, ktére nie maja jednak istotnego wptywu na
jako$¢ merytoryczng samej rozprawy, np. problemy w numeracji rozdziatéw czy tabel oraz pewne niespoj-
nosci np. w rozdziale 10 podsumowujacym wyniki jest mowa o 11 typach btedéw poznawczych, natomiast
w rozdziale 4 w Tabeli 4.2 prezentowanych jest 12 typow.

Podsumowanie

Recenzowana rozprawa stanowi istotny i oryginalny wktad w rozwdj dziedziny badan w zakresie inzynierii
oprogramowania, a w szczegdlnosci zagadnien zwigzanych z architekturg oprogramowania. Autorka roz-
prawy w przekonujacy sposéb wykazata zdolnos¢ do prowadzenia badan naukowych, od etapu planowania
i projektowania eksperymentdéw, poprzez ich realizacje, analize danych, az po interpretacje wynikéw i for-
mutowanie praktycznych rekomendacji. Warto podkresli¢, ze prowadzenie tego typu badan jest zadaniem
niezwykle trudnym, niewybaczajgcym btedéw i wymagajacym doskonatej organizacji i systematycznosci,
zwfaszcza biorgc pod uwage, ze w badaniach przedstawionych w rozprawie bardzo czesto uczestniczyty
osoby zawodowo zajmujace sie wytwarzaniem oprogramowania. Warto podkresli¢ takze, ze wyniki badan
przedstawionych w rozprawie zyskaty uznanie komitetéw programowych sztandarowych konferencji mie-
dzynarodowych w obszarze badan nad architekturg oprogramowania takich jak ICSA i ECSA.

Biorac pod uwage powyisze, stwierdzam, iz przedstawiona do recenzji rozprawa doktorska autorstwa
mgr inZ. Klary Borowej pt. , Cognitive Biases in Architectural Decision-Making: Impact and Debiasing Stra-
tegies” spetnia wymogi formalne stawiane rozprawom doktorskimi i wnosze o jej dopuszczenie do pu-
blicznej obrony jednoczesnie rekomendujac ja do wyréznienia.

| L
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RECENZJA ROZPRAWY DOKTORSKIEJ DLA RADY NAUKOWEJ DYSCYPLINY
»INFORMATYKA TECHNICZNA I TELEKOMUNIKACJA” POLITECHNIKI
WARSZAWSKIEJ

Tytut rozprawy: Cognitive Biases in Architectural Decision-Making: Impact and Debiasing
Strategies '

Autor rozprawy: mgr inz. Klara Borowa

Promotor rozprawy: dr hab. inz. Andrzej Zalewski

Recenzja zostala sporzadzona na podstawie pisma Przewodniczacego Rady Naukowej
Dyscypliny Informatyka Techniczna i Telekomunikacja, prof. dr hab. inz. Jaroslawa Arabasa, z
dnia 27 czerwca 2024 r.

Ocena ukladu rozprawy doktorskiej, zawartos¢

Rozprawa zawiera dziesie¢ rozdzialow, bibliografie oraz spis rysunkéw i spis tabel. Posiada 167
stron. W rozprawie umieszczono 182 pozycje bibliograficzne, dobrze dobrane i aktualne.

Rozdzial pierwszy jest wprowadzeniem do pracy. Przedstawia motywacje, jaka przy$wiecata
Autorce podczas realizacji pracy doktorskiej i pisania rozprawy oraz kontekst badar.

Praca dotyczy zagadnieii zwigzanych z procesem rozwoju oprogramowania, w szczegélnosci z
analiza i projektowaniem oprogramowania, w aspekcie definiowania architektury
oprogramowania, podejmowania decyzji architektonicznych oraz wplywu bledow
poznawczych na te decyzje.

Bledy poznawcze maja wplyw na decyzje podejmowane m.in. przez twércéw oprogramowania
W procesie rozwoju oprogramowania. Niestety decyzje takie opierajg sie na uproszczeniach i
stereotypach, co w konsekwencji ma negatywny wplyw na tworzone oprogramowanie. Bledy
poznawcze maja wplyw na decyzje podejmowane przez deweloperéw na wszystkich etapach
rozwoju oprogramowania. W pracy skupiono sie na ich wplywie w obszarze definiowania
architektury oprogramowania, gdyz architektura jest jednym z podstawowych i pierwszych
artefaktéw, ktére sq wytwarzane i ktére stanowiq podstawe do realizacji kolejnych aktywnosci
na poszczegdlnych etapach cyklu zycia oprogramowania.

Kontekst badan Autorki jest osadzony we wspélczesnej literaturze, dotyczacej poruszanej
tematyki. Autorka w sposéb wystarczajacy odnosi si¢ do wybranych pozycji literatury,
prezentujac ich gléwne zatozenia, zalety i wady.

Rozdziat pierwszy rozprawy prezentuje cel pracy oraz sformutowanie problemu badawczego.
Cel pracy zostat okreslony nastepujgco:

»(1) Umozliwienie odkrycia powszechnie uzywanych kryteriéw podnajmowania decyzji
architektonicznych oraz (2) Zbadanie wplywu bledow poznawczych na podejmowanie decyzji
architektonicznych.”



Z celem pracy powiazano pytania badawcze, dotyczace czterech zagadnien, ktore stanowig
zakres niniejszej rozprawy:
e RQI: Jakie powody stojq za podejmowaniem decyzji architektonicznych przez
praktykéw oprogramowania?
e RQ2: W jaki sposéb bledy poznawcze wplywajq na podejmowanie decyzji
architektonicznych?
¢ RQ3: Czy wplyw bledéw poznawczych na podejmowanie decyzji architektonicznych jest
powodem zaciqgania architektonicznego dtugu technicznego?
e RQ4: W jaki sposéb mozna ztagodzi¢ negatywny wplyw bledéw poznawczych na
podejmowanie decyzji architektonicznych?”
Pytania te zostaly krotko scharakteryzowanie. W rozdziale pierwszym zaprezentowano rowniez
wkitad Autorki w prezentowang dziedzing oraz listg publikacji naukowych, ktorych
Doktorantka jest wspétautorem, a ktore to sktadaja si¢ na niniejszq rozprawe.
Do tej listy w pierwszej kolejnosci zaliczono 5 pozycji z lat 2017, 2021, 20221 2023 - pozycjom
tym przypisano 140 punktéw (4 pozycje) i 70 punktéw (1 pozycja) na liscie MNiSW. Ponadto,
lista publikacji jest uzupetniona o 6 dodatkowych pozycji, ktérych Doktorantka jest rowniez
wsp6tautorem, z lat 2020-2023, o punktacji 20/40/100 p. wg listy MNiSW.
Ostatnia czeé¢ rozdzialu pierwszego zawiera opis struktury rozprawy, Opis poszczeg6lnych
rozdzialéw, w powiazaniu z rozpatrywanymi pytaniami badawczymi oraz artykulami
naukowymi, ktére stanowia podstawe niniejszej rozprawy.

Rozdziat drugi pracy prezentuje zagadnienia, dotyczace stanu wiedzy w prezentowanym
obszarze. Autorka przeprowadzila systematyczny przeglad literatury na temat bledow
poznawczych w inzynierii oprogramowania. Zostala wyjasniona koncepcja bledow
poznawczych i teorii podwojnego procesu. Oméwiono istniejace badania dotyczace bledow
poznawczych w dziedzinie inzynierii oprogramowania — bledy poznawcze W inzynierii
wymagan, w implementacji, w testowaniu, w szacowaniu naktadu pracy na oprogramowanie.
Opisano skutki bledow poznawczych w inzynierii oprogramowania. Nastepnie omoOwiono stan
badan nad btedami poznawczymi w podejmowaniu decyzji architektonicznych. Ostatnia czes¢
rozdzialu zawiera informacje na temat usuwania bledow poznawczych, czyli lagodzenia
wplywu bledéw poznawczych.

Rozdziat trzeci pracy odpowiada na pytanie badawcze nr 1, czyli ,,RQ1: Jakie racjonalnosci sq
gtéwnymi powodami decyzji wplywajqcych na decyzje architektoniczne praktykow
oprogramowania?”.

Rozdzial ten zawiera recenzowany artykul: Klara Borowa, Rafal Lewanczyk, Klaudia
Stpiczyniska, Patryk Stradomski, and Andrzej Zalewski. ,, What rationales drive architectural
decisions? An empirical inquiry.” European Conference on Software Architecture. Cham:
Springer Nature Switzerland, 2023

W artykule przedstawiono badanie empiryczne, przeprowadzone za pomocg kwestionariusza i
zestawu pot-ustrukturyzowanych wywiadéw, na podstawie ktérych stworzono listg
racjonalnosci, jakie deweloperzy uzywali podczas podejmowania decyzji architektonicznych.
Badanie obejmowalo dwa etapy badania empirycznego: kwestionariusz (63 uczestnikow) i 13
wywiadow. Uzyskano zestaw racjonalnosci, ktére motywowaty decyzje architektow w
praktyce. Wyjasniono powody, dla ktérych te racjonalnosci sa powszechne oraz réznice migdzy
racjonalnosciami uzywanymi przez praktykéw o réznym poziomie dos$wiadczenia. Architekci
w potowie Kariery (5 do 15 lat doéwiadczenia) sa bardziej otwarci na nowe rozwigzania niz
starsi i miodsi praktycy. Ponadto wigkszosc praktykéw nie jest zaniepokojona atrybutami
jakosciowymi kompatybilnosci i przeno$nosci ze wzgledu na nowoczesne praktyki rozwoju
oprogramowania, takie jak stosowanie okreslonych standardow i wirtualizacji/konteneryzacji.
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Rozdziat czwarty pracy zawiera odpowiedz na pytanie badawcze nr 2, czyli ,,RQ2: Jak
uprzedzenia poznawcze wptywajq na podejmowanie decyzji architektonicznych?”.

Rozdziat ten zawiera recenzowany artykut: Zalewski, Andrzej, Klara Borowa, and Andrzej
Ratkowski. ,,On cognitive biases in architecture decision making.” Software Architecture: 11th
European Conference, ECSA 2017, Canterbury, UK, September 11-15, 2017, Proceedings 11.
Springer International Publishing, 2017.

W rozdziale przedstawiono wyniki warsztatu przeprowadzonego z praktykami
oprogramowania, podczas ktérego omawiano przypadki, w ktérych uprzedzenia poznawcze
wplywaly na podejmowanie decyzji architektonicznych. Gtéwne kroki warsztatu obejmowaty
wyjasnienie teorii stojacej za uprzedzeniami poznawczymi, zebranie listy do$wiadczen, w
ktorych uczestnicy uwazali, ze wystapito uprzedzenie (bez nazywania konkretnego
uprzedzenia) i poproszenie uczestnikéw o ocene, jak czesto takie zdarzenia mialy miejsce.
Podejmowanie decyzji architektonicznych jest dalekie od racjonalnego procesu. Architekci
majq tendencje do przyjmowania satysfakcjonujacego podej$cia, zamiast poszukiwania
optymalnej architektury. Wyniki warsztatéw przeprowadzonych z udzialem 14 praktykéw
inzynierii oprogramowania pokazaly, ze uprzedzenia poznawcze sg powszechnie obecne w
podejmowaniu decyzji architektonicznych. W artykule wprowadzono systematyczne podejscie
do analizy wplywu uprzedzen na podejmowanie decyzji. Zidentyfikowanych 12 poznawczych
uprzedzen zostato przeanalizowanych w odniesieniu do elementéw kontekstu podejmowania
decyzji, ktére wplynely na aspekty podejmowania decyzji architektonicznych. Wyniki
warsztatu skladaty sie z uporzadkowanej listy uprzedzeri poznawczych zgodnie z ich
postrzeganym  wplywem na podejmowanie decyzji architektonicznych.  Ponadto,
przeanalizowano interakcje miedzy uprzedzeniami poznawczymi a warunkami rzeczywistego
rozwoju oprogramowania — w jaki sposéb uprzedzenia mogg oddzialywac¢ na siebie nawzajem.

Rozdziat pigty pracy zawiera odpowiedz na pytanie badawcze nr 3, czyli ,RQ3: Czy wplyw
uprzedzen poznawczych na podejmowanie decyzji  architektonicznych  powoduje
architektoniczny dtug techniczny?”.

Rozdziat zawiera recenzowany artykut: Borowa, Klara, Andrzej Zalewski, and Szymon Kijas.
»The influence of cognitive biases on architectural technical debt.” 2021 IEEE 18th
International Conference on Software Architecture (ICSA). IEEE, 2021.

Rozdziat ten zawiera informacje o badaniu, opartym na serii wywiadéw przeprowadzonych z
praktykami oprogramowania, ktére pozwolito zrozumiec, ktére uprzedzenia poznawcze moga
mie¢ wplyw na architektoniczny dhug techniczny, a takze na poprzednie uprzedzenia i
konsekwencje tego diugu technicznego. Dlug techniczny stuizy do definiowania réznych
konstrukcji zwigzanych z oprogramowaniem, w szczeg6lno$ci wplywa na dwa atrybuty jakosci
oprogramowania: latwos¢ utrzymania i ewolucyjnoéé. Istnieja rézne rodzaje dlugu
technicznego, w zaleznosci od artefaktow oprogramowania, np. dtug kodu, dlug wymagan, dhg
testowy i w szczeg6lnosci dlug techniczny architektoniczny. Dlug techniczny architektoniczny
jest uwazany za najbardziej niebezpieczny, dtugotrwaly rodzaj dhugu technicznego. Aby
okresli¢, w jaki spos6b uprzedzenia poznawcze wptywajg na wystepowanie architektoniczne go
dhugu technicznego, przeprowadzono serig pot-ustrukturyzowanych wywiadéw z architektami
oprogramowania. Wyniki badan pokazaly, ktére klasy architektonicznego dtugu technicznego
pochodza z uprzedzen poznawczych. Ustalono, ktére uprzedzenia (optymizm, zakotwiczenie i
blad potwierdzenia) s najwazniejsze, jesli chodzi o generowanie niepotrzebnego i
niebezpiecznego dhugu technicznego w architekturze. Przeanalizowano, w jaki sposéb i kiedy
uprzedzenia poznawcze prowadza do powstania diugu technicznego. Zidentyfikowano zestaw
technik usuwania uprzedzen, ktére mozna wykorzysta¢ w celu zapobiegania negatywnemu
wplywowi uprzedzen poznawczych.



Rozdziaty 6, 7 i 8 pracy zawieraja odpowiedz na pytanie badawcze nr 4, czyli ,,RQ4: Jak mozna
zlagodzi¢  negatywny wplyw uprzedzen poznawczych na podejmowanie  decyzji
architektonicznych?”. Prezentuja one rozwoj i walidacje interwencji oduczajace;j.

Rozdzial sz6sty pracy zawiera recenzowany artykut: Borowa, Klara, Robert Dwornik, and
Andrzej Zalewski. ,,Is knowledge the key? an experiment on debiasing architectural decision-
making-a Pilot study.” Product-Focused Software Process Improvement: 22nd International
Conference, PROFES 2021, Turin, Italy, November 26, 2021, Proceedings 22. Springer
International Publishing, 2021.

Bledy poznawcze moga negatywnie wplywa¢ na decyzje architektow oprogramowania na
rézne sposoby. Jedna z konsekwencji jest zaciaganie przez architektow niebezpiecznego dhugu
architektonicznego. Glowne bledy poznawcze wplywajace na architektéw to bledy
optymistyczne, zakotwiczenie i biad potwierdzenia. W rozdziale przedstawiono badanie
pilotazowe z udzialem dwoch grup studentéw, aby zbada¢, czy prosta prezentacja usuwania
uprzedzen, informujaca o wplywie uprzedzen poznawczych, moze zapewnic efekt usuwania
uprzedzen. Jedna z grup wziela udzial w prezentacji debiasingowej. Dziatanie to okazalo sie
nieskuteczne, ale analiza zachowania studentéw doprowadzita do zrozumienia wplywu
uprzedzen poznawczych 1 w konsekwencji zaproponowano nowy  zestaw technik
debiasingowych — metode usuwania uprzedzen, ktéra zminimalizuje wplyw uprzedzen
poznawczych na podejmowanie decyzji architektonicznych.

Rozdziat si6dmy pracy zawiera opublikowany artykut” Klara Borowa,Maria Jarek,
GabrielaMystkowska,Weronika Paszko, Andrzej Zalewski ,, Debiasing architectural decision-
making: a workshop-based training approach.” European Conference on Software
Architecture. Cham: Springer International Publishing, 2022.

Rozdzial ten przedstawia eksperymentalng walidacje zaproponowanego zestawu technik
odrzucania uprzedzen. Prezentuje wyniki warsztatu debiasingowego zaprojektowanego na
podstawie ustaleni z rozdziatu 6. Przeprowadzono eksperyment, w ktérym wzigto udziat 44
studentow studiéw magisterskich kierunku Informatyka. Podzielono ich na 12 zespolow. Grupy
studentéw otrzymaty dwa zadania: zaprojektowac architekture oprogramowania — przed i po
udziale w warsztacie debiasingowym. Wyniki byty ogolnie pozytywne w wiekszosci grup, co
potwierdzito przydatnos¢ warsztatu w nauczaniu studentéw — w 10 z 12 grup rozumowanie
zespotéw poprawito sie po warsztacie. Tym samym pokazano, ze odrzucanie btgdow w
podejmowaniu decyzji architektonicznych jest zasadne i zaproponowana metoda odrzucania
bledéw moze by¢ wykorzystania podczas szkolenia deweloperow.

Rozdzial 6smy pracy opisuje nieopublikowany eksperyment z ekspertami-praktykami.
Wezesniejsze badania sugeruja, ze szkolenie 0séb w zakresie technik usuwania uprzedzen
podczas praktycznych warsztatbw moze poméc zmniejszy¢ Wplyw uprzedzen. W
przeprowadzonym eksperymencie wzielo udziat 18 praktykéw z 3 réznych krajow (Polska,
Niemcy i Brazylia). Deweloperzy zostali podzieleni na grupe kontrolng i eksperymentalng, przy
czym grupa eksperymentalna uczestniczylta w warsztacie debiasingowym. Warsztat zmniejszyt
wplyw trzech badanych uprzedzen (zakotwiczenia, btedu potwierdzenia i bledu optymizmu) i
zwiekszyt liczbe argument6w i technik usuwania uprzedzen stosowanych przez uczestnikow.
Zidentyfikowano czynniki, ktore moga zmniejszy¢ skuteczno$¢ usuwania uprzedzen:
nadmierne uzywanie niskiej jakosci kontrargumentow, czynniki spoleczno-kulturowe, poziom
pewnosci siebie, omawianie zbyt wielu decyzji architektonicznych w krotkim czasie.
Zaproponowany warsztat moze stanowi¢ podstawe szkolenia architektow i doswiadczonych



deweloperéw, ktérzy podejmujg decyzje architektoniczne, na temat szkodliwego wplywu
bledow poznawczych na ich prace i sposob6w ich unikania.

Rozdziat dziewiaty pracy prezentuje omGwienie wynikéw przeprowadzonych badan i
eksperyment6w. Przedstawia szczegétowo opis osiagniec pracy oraz wktad Autorki i jej prac w
omawiany obszar inzynierii oprogramowania. Na koniec prezentuje rOwniez ograniczenia,
jakie napotkano w trakcie badan.

Rozdziat dziesigty rozprawy zawiera podsumowanie pracy, w nawigzaniu do zdefiniowanych
we wstepie pytan badawczych oraz perspektywy rozwoju tematu pracy w niedalekiej
przysztosci.

Nastepnie zaprezentowano zastosowana bibliografie, ktéra zwiera 182 pozycje bibliograficzne.

Ocena zastosowanego pi$miennictwa

Rozprawa zawiera 182 pozycje bibliograficzne, ktére w przewazajqce wiekszodci stanowia
artykuly naukowe, opublikowane w czasopismach naukowych lub w recenzowanych
materiatach konferencyjnych konferencji naukowych w ostatnich kilku-kilkunastu latach. Wéréd
pozycji sa réwniez prace opublikowane przez Autorke — w sumie 11 prac, ktorych jest
wspotautorem.

Autorka przedstawila analize zrédel literaturowych praktycznie we wszystkich rozdziatach
pracy — od rozdziatu 1 od rozdziatu 9 - na temat bledéw poznawczych, architektury systeméw
informatycznych, podejmowania decyzji architektonicznych oraz przeciwdzialania bledom
poznawczym.

Przeprowadzona analiza obecnego stanu wiedzy w poruszanej tematyce oraz istniejacych
rozwigzan wskazuje, ze Autorka poprawnie rozumie problemy, zwiazane z tematem pracy.
Posiada wiedze na temat rozwiazan krajowych i §wiatowych w poruszanym zakresie.

Wskazanie i ocena celu pracy

Autorka sformutowata cel pracy i problem badawczy w rozdziale 1. rozprawy. W rozdziale tym
zarysowano problemy, zwigzane z procesem wytwarzania oprogramowania w aspekcie bledéw
poznawczych w podejmowaniu decyzji architektonicznych oraz sposobéw na przeciwdzialanie
ich skutkom.

Z celem pracy powigzano 4 pytania badawcze, dotyczace dwoch obszaréw: (1) odkrycia
powszechnie uzywanych kryteriow podnajmowania decyzji architektonicznych oraz (2)
zbadanie wplywu bledéw poznawczych na podejmowanie decyzji architektonicznych i
ztagodzenie wplywu tych bledéw.

Niemniej jednak teza pracy nie zostala zidentyfikowana i zaprezentowana. Jedynie mozna
domniemywac, ze teza pracy jest powiqzana z celem i zdefiniowanymi pytaniami badawczymi.

Wskazanie i ocena zastosowanych metod badawczych

Autorka w swojej pracy stosuje réznorodne metody badawcze: analiza dostepnej literatury w
temacie rozprawy, analiza przedmiotu badan, czyli tworcéw, deweloperéw oprogramowania
oraz studentéw kierunku Informatyka, obserwacja badanych w trakcie przeprowadzanych
eksperymentdw i interwencji, metody statystyczne i iloSciowe w analizach danych uzyskanych



z przeprowadzonych eksperymentow, prace eksperymentalne, kwestionariusze i wywiady z
ekspertami, warsztaty grupowe z ekspertami, wywiady z architektami oprogramowania,
badanie pilotazowe.

Uwazam, ze wszystkie zastosowane metody badawcze sq poprawnie wybrane i zastosowane.
Stanowig kompletny warsztat badawczy, niezbedny dla przeprowadzenia badann w ramach
tematu rozprawy.

Ocena czesci rozprawy dotyczacej oméwienia wynikow badan

Tematyka badari Autorki obejmuje zagadnienie bledéw poznawczych i ich wpltywu na
podejmowanie decyzji architektonicznych przez tworcow oprogramowania w kontekscie
zapewnienia jakosci tworzonego oprogramowania. Badania przeprowadzone w ramach
realizacji pracy obejmuja dwa powigzane ze sobg obszary: (1) odkrycie powszechnie
uzywanych kryteriow podnajmowania decyzji architektonicznych oraz (2) zbadanie wptywu
bledéw poznawczych na podejmowanie decyzji architektonicznych i zlagodzenie
ewentualnego negatywnego wptywu tych bledow.

Wyniki badan zostaly zaprezentowane przez Autorke w rozdziatach 3-8 oraz w rozdziale 9i 10
rozprawy, odpowiednio na temat analizy powodéw, jakie stojg za podejmowaniem decyzji
architektonicznych przez twércow oprogramowania (rozdziat 3), analizy sposobow, w jaki
btedy poznawcze wplywaja na podejmowanie decyzji architektonicznych (rozdziat 4), analizy
wplywu bledéw poznawczych na podejmowanie decyzji architektonicznych w kontekscie
zaciggania architektonicznego diugu technicznego (rozdziat 5) oraz sposobow lagodzenia
negatywnego wplywu bledow poznawczych na podejmowanie decyzji architektonicznych
(eksperymenty ze studentami, opisane w rozdziale 6 i 7 oraz eksperymenty z twoércami
oprogramowania, praktykami, opisane w rozdziale 8).

Ponadto, dyskusja na temat uzyskanych wynikow badan zostata zaprezentowana w rozdziale 9,
ktéry prezentuje wklad Autorki i jej prac w omawiany obszar inzynierii oprogramowania oraz
w rozdziale 10, ktéry stanowi podsumowanie catej rozprawy.

Sposéb prezentacji podejmowanych w pracy zagadnien oraz uzyskanych wynikow badan jest
na og6t jasny i zrozumialy, chociaz czgs¢ zagadnien, a takze wynikow pracy Autorki poruszona
jest w rozprawie dos¢ pobieznie.

Niemniej jednak tekst rozprawy zostal przygotowany starannie. Strona redakcyjna nie budzi
wiekszych zastrzezen.

Praktyczne zastosowanie uzyskanych wynikéw badan

Autorka w swoich badaniach laczy aspekty teoretyczne i praktyczne, niemniej jednak
zaprezentowana praca jest w znacznym stopniu empiryczna.

Przedlozona rozprawa opiera sig na serii prac badawczych (opisanych w rozdziatach 3-8), ktore
skupialy si¢ na wybranych aspektach podejmowania decyzji architektonicznych: racjonalnosci
decyzji architektonicznych, wptywie uprzedzen poznawczych na decyzje architektoniczne,
wplywie uprzedzen poznawczych na architektoniczny diug techniczny oraz zaprojektowaniu
interwencji oduczajacej majacej na celu ztagodzenie negatywnego wplywu uprzedzen
poznawczych na decyzje architektoniczne.

Badanie przedstawione w rozdziale 3 zastosowato podejécie mieszanych metod, ktore
pozwolilo na wieksza probe z kwestionariuszy i elastycznos¢ (kwestionariusze zawieraly



pytania otwarte i byly uzupehiane wywiadami). Ponadto, analiza danych uwzgledniata poziom
do$wiadczenia praktyka, co doprowadzilo do nowych ustalen.

Badania wykazaly, ze decyzje architektoniczne praktykéw byly motywowane gléwnie
nastepujacymi przestankami: fatwo$¢ uzytkowania w przypadku dziatan rozwojowych, latwos¢
utrzymania, wydajno$c¢, wczesniejsza wiedza/do$wiadczenie w korzystaniu z rozwigzania oraz
czas/termin. Ponadto stwierdzono, ze atrybuty jakosciowe przenosnosci i kompatybilnosci
mialy bardzo male znaczenie dla praktykéw, poniewaz nowoczesne technologie (takie jak
konteneryzacja) i standardy komunikacyjne (takie jak REST API) byly uwazane za uniwersalng
odpowiedZ na problemy, zwigzane z przenosnoscia i kompatybilnoscig tworzonego
oprogramowania.

W ramach realizacji pracy doktorskiej Autorka przeprowadzita serie badan i eksperymentéw,
ktére przyniosty poglebione zrozumienie wplywu bledéw poznawczych na podejmowanie
decyzji architektonicznych przez twércéw oprogramowania. Poniewaz wplyw ten okazal sie
potencjalnie bardzo niebezpieczny, zaprojektowano i empirycznie zweryfikowano strategie,
tagodzaca wplyw bledow poznawczych. Materialy pozwalajace na powtérzenie tych dzialan,
czyli przeprowadzonego warsztatu sq dostepne online.

Stworzona metoda zostata wykorzystana przez Autorke w praktyce do zbadania i oceny
procesu podejmowania decyzji architektonicznych przez twoércéw oprogramowania. Okazato
sie, ze ich decyzje architektoniczne nie opieraty sie wylgcznie na faktach dotyczacych jakosci
oprogramowania lub ograniczen projektu. Chociaz praktycy brali je pod uwage (gtéwnie
tatwos¢ utrzymania, wydajnos¢ i terminy), decyzje opieraly sie gléwnie na osobistych
preferencjach, doswiadczeniach i nadziei na zmniejszenie wlasnego obciazenia praca. Sa one
mozliwymi poprzednikami bledéw poznawczych, bedacych czesto wynikiem blednego
postrzegania rzeczywistosci opartej na do$wiadczeniach danej osoby.

Wyniki rozprawy maja zatem znaczenie dla dalszego rozwoju nauki w dziedzinie inzynierii
oprogramowania oraz posiadaja warto$¢ aplikacyjng i praktyczna dla rzeczywiscie
realizowanych projektéw informatycznych.

Ewentualne nieprawidlowosci, ktore pojawily sie w rozprawie

Poniewaz rozprawa oparta jest na serii opublikowanych artykutéw naukowych, ktérych
Doktorantka jest wspdtautorem (wszystkie artykuly sa wspélautorskie), moim zdaniem
powinien by¢ jasno i precyzyjnie okreslony udziat procentowy i merytoryczny poszczegdlnych
autorow, a szczegdlnie Doktorantki.

Pozwolitoby to unikna¢ ewentualnych niejasnosci w kwestii autorstwa poszczegdlnych prac.

Analiza rozprawy nasunela mi kilka uwag krytycznych, dotyczacych réwniez kwestii
edycyjnych. Rozprawa zawiera sporo bledéw jezykowych oraz tzw. literéwek.
Niemniej jednak, nie obnizajg one mojej pozytywnej oceny pracy.

Ocena, czy rozprawa stanowi oryginalne rozwigzanie problemu naukowego

Uwazam, ze cel i obszar naukowy rozprawy zostaty okre$lone jasno i precyzyjnie. Praca ma
charakter teoretyczno-empiryczno-implementacyjny. Cze$¢ teoretyczna obejmuje:
* przeprowadzenie analizy dostepnych zrédel literaturowych na temat poruszanych w
rozprawie zagadnieri, dotyczacych wplywu bledow poznawczych na podejmowanie
decyzji architektonicznych przez twércéw oprogramowania,



e zidentyfikowanie najczesciej uzywanych powodéw stojacych za decyzjami
architektonicznymi oraz okre$lenie ich waznosci z punktu widzenia tworcow
oprogramowania,

e zdefiniowanie listy 11 bledéw poznawczych, ktore maja wplyw na podejmowanie
decyzji architektonicznych, a takze ich konsekwencji,

e okreélenie wplywu bledéw poznawczych na zacigganie architektonicznego diugu
technicznego oraz zidentyfikowanie 3 dominujacych bledéw poznawczych, ktore sa
najbardziej problematyczne: optymizm, potwierdzenie i zakotwiczenie

e projekt warsztatu przeciwdziatajacego wplywowi bledow poznawczych na decyzje
architektoniczne, ktéry okazal sie korzystny zar6wno dla studentow, jak i
do$wiadczonych twércéw oprogramowania.

Cze$¢ implementacyjna obejmuje zastosowanie powyzszych wynikow pracy w
przeprowadzonych eksperymentach.

Tematyka rozprawy sytuuje ja w obszarze badawczym, zwigzanym z poszukiwaniem
efektywnych metod, dotyczacych budowy oprogramowania, w szczegolnosci budowy
architektury oprogramowania, celem uzyskania wysokiej jakosci produktu koricowego.

Uwazam, ze podjecie tematu pracy doktorskiej w rozpatrywanym obszarze i zakresie jest
celowe i w pelni uzasadnione potrzeba zapewniania i zwiekszania jakosci wspotczesnie
tworzonego oprogramowania, a w szczegolnosci duzych, ztozonych oraz dynamicznych w
swoim dziataniu systeméw informatycznych. Jest to w pelni uzasadnione ze wzgledow
teoretycznych, poznawczych i praktycznych na tle obecnego stanu wiedzy w rozpatrywanym
obszarze.

Ocena, czy rozprawa prezentuje ogélng wiedzg teoretyczng kandydata w dyscyplinie oraz
umiejetnos¢ samodzielnego prowadzenia pracy naukowej

W moim przekonaniu Autorka w wystarczajacym stopniu przeanalizowala aktualny stan
wiedzy w rozpatrywanym temacie, jasno sformulowata problemy, a nastgpnie W
zadawalajacym stopniu rozwiazata je w swoj ej pracy.

Oryginalnym rezultatem rozprawy, a tym samym samodzielnym i oryginalnym dorobkiem
Autorki wedlug mojej oceny jest opracowanie metody wspomagajacej badanie wplywu bledow
poznawczych na podejmowanie decyzji architektonicznych przez tworcOw oprogramowania.
Rozprawa przedstawia wieloetapowe, doglebne badanie uprzedzen poznawczych w
podejmowaniu decyzji architektonicznych. Zostala oparta na serii szeéciu artykulow, ktore
umozliwiaja udzielenie odpowiedzi na zdefiniowane 4 pytania badawcze:
e RQI: Jakie powody stojq za podejmowaniem decyzji architektonicznych przez
praktykéw oprogramowania?
e RQ2: W jaki sposéb btedy poznawcze wplywajq na podejmowanie decyzji
architektonicznych?
e RQ3: Czy wplyw bledéw poznawczych na podejmowanie decyzji architektonicznych jest
powodem zaciqgania architektonicznego dtugu technicznego?
e RQ4: W jaki sposéb mozna ztagodzi¢ negatywny wplyw bledéw poznawczych na
podejmowanie decyzji architektonicznych?



Uwazam, Ze przedstawiona mi do recenzji rozprawa prezentuje wiedze teoretyczng Kandydatki
w dyscyplinie informatyka techniczna i telekomunikacja oraz umiejetnogé samodzielnego
prowadzenia pracy naukowej.

Whiosek koncowy

W mojej ocenie, Pani mgr inz. Klara Borowa w swojej rozprawie trafnie zdefiniowala problem
badawczy, a nastepnie rozwigzala go w odpowiednim zakresie, Pozytywnie oceniam wszystkie
wymienione powyzej elementy pracy.

Uwazam, ze rozprawa spelnia wymagania stawiane rozprawom doktorskim przez

obowigzujace przepisy o stopniach i tytulach naukowych. W zwiazku z tym wnosze o
dopuszczenie jej do publicznej obrony.

e oz ads s -Horodos-
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Cognitive Biases in Architectural Decision-Making:

Impact and Debiasing Strategies

Abstract.

Context: Cognitive biases are natural heuristics impacting each person’s decision-making
process. Biased decisions cannot be considered fully rational since they are based on various
oversimplifications and mental shortcuts. Cognitive biases have been researched in numerous
software engineering subdomains, such as testing, requirements engineering, and software effort
estimation. In most cases, the biases’ were a source of various faulty decisions, and as such,
researchers strive to alleviate the biases’ influence on software practitioners. The impact of
cognitive biases has been of particular interest in the domain of software architecture since the
architecture itself can be viewed as a set of design decisions. The impact of cognitive biases
on software architecture can be severe, e.g., it may result in incurring unnecessary architectural
technical debt. As such, the software architecture community has recognized that research on
debiasing methods for software architects is a pressing necessity.

Goal: This thesis presents a set of studies that firstly explored rationales behind architectural
decisions and how cognitive biases impact architectural decision-making. Since this impact was
proven to be a danger to software projects, the secondary goal of debiasing (i.e., alleviating the

impact of biases) was defined. As such, this thesis answers the following research questions:

e RQI: What rationales are the main reasons behind decisions impacting software practi-
tioner’s architectural decision-making?

e RQ2: How do cognitive biases impact architectural decision-making?

e RQ3: Does cognitive biases’ impact on architectural decision-making cause architectural
technical debt?

e RQ4: How can the negative impact of cognitive biases on architectural decision-making be

alleviated?

Method: In order to answer the research questions, various research methods were utilized.
The data on rationales behind architectural decisions (RQ1) was obtained through question-
naires and interviews with software practitioners. Information about specific biases impacting
architectural decision-making (RQ?2) was gathered during a group workshop with software
practitioners. Specifics about cognitive biases’ influence on incurring architectural technical

debt (RQ3) were explored through a series of semi-structured interviews with architects. The
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debiasing intervention (RQ4) was designed and tested in increments: first through a small pilot
study with two groups of students, then through a controlled experiment with 12 groups of
students, and then finally verified in an experiment with experienced practitioners.

Results: This thesis’ results are numerous. Firstly, the most often used rationales behind
architectural decisions were identified, as well as the understanding of why practitioners use
these rationales (RQ1). Secondly, a list of 11 cognitive biases that have an impact on architectural
decision-making, as well as their consequences, was created (RQ?2). The impact of cognitive
biases on incurring architectural technical debt was found, which resulted in the finding that three
dominating biases are the most problematic: optimism bias, confirmation bias, and anchoring
(RQ3). Finally, a debiasing workshop was designed and empirically proven to be beneficial for
both students and experienced practitioners (RQ4).

Conclusions: The series of studies presented in this paper resulted in a deepened under-
standing of cognitive biases on architectural decision-making. Since this impact appeared
to be potentially severely dangerous, a debiasing treatment to alleviate the impact of biases
was designed and empirically validated. Materials allowing the replication of the debasing

intervention and the debiasing workshop are available online.

Keywords: Cognitive bias, Software Architecture, Architectural decision-making, Debiasing



Bledy Poznawcze w Podejmowaniu Decyzji Architektonicznych: Wplyw

oraz Przeciwdzialanie

Streszczenie.

Kontekst: Blgdy poznawcze to naturalne heurystyki, ktére wptywaja na proces podejmowania
decyzji przez kazdego cztowieka. Decyzje podjete pod ich wptywem, nie moga by¢ uwazane
za w pelni racjonalne, poniewaz opieraja si¢ na réznych uproszczeniach i skrétach myslowych.
Bledy poznawcze byly badane w wielu poddziedzinach inzynierii oprogramowania, takich jak
testowanie, inzynieria wymagan i szacowanie naktadu pracy potrzebnego do realizacji projek-
tow informatycznych. W wigkszoSci przypadkéw btedny poznawcze byly Zrédiem réznych
opacnzych decyzji, w zwiazku z czym badacze starajq si¢ ztagodzi¢ wptyw uprzedzen na prak-
tykow oprogramowania. Wplyw bledow poznawczych jest szczegdlnie znaczacy w dziedzinie
architektury oprogramowania, poniewaz sama architektura moze by¢ zdefiniowana jako zbior
decyzji. Wpltyw btedéw poznawczych na architekturg oprogramowania moze by¢ dotkliwy, na
przyktad moga wptynaé na zaciagnigcie niepotrzebnego architektonicznego dlugu technicznego.
W zwiazku z tym spoteczno$¢ badaczy architektury oprogramowania uznaje ze badania nad
metodami przeciwdziatania bledom poznawczym dla architektow oprogramowania sa pilng
koniecznoScia.

Cel: Niniejsza rozprawa przedstawia zestaw badan, ktére miaty na celu: (1) Umozliwienie
odkrycia powszechnie uzywanych kryteriow podajmowania decyzji architektonicznych oraz (2)
Zbadnie wptywu btedéw poznawczych na podejmowanie decyzji architektonicznych. Poniewaz
wplyw ten okazat si¢ potencjalnym zagrozeniem dla projektéw informatycznych, zdefiniowano
drugorzgdny cel badan, czyli ztagodzenie wptywu bledéw poznawczych. W zwiazku z tym
niniejsza rozprawa odpowiada na nastgpujace pytania badawcze:

e RQI: Jakie powody stoja za podejmowaniem decyzji architektonicznych przez praktykow

oprogramowania?

e RQ2: W jaki sposéb btedy poznawcze wplywaja na podejmowanie decyzji architekton-

icznych?

e RQ3: Czy wptyw bledéw poznawczych na podejmowanie decyzji architektonicznych jest

powodem zaciagania architektonicznego dtugu technicznego?

e RQ4: W jaki spos6b mozna ztagodzié¢ negatywny wptyw btedéw poznawczych na podej-

mowanie decyzji architektonicznych?



Metoda: Aby odpowiedzie¢ na pytania badawcze, wykorzystano r6zne metody badawcze.
Dane dotyczace racjonalnosci decyzji architektonicznych (RQ1) uzyskano za pomoca kwest-
1onariuszy 1 wywiadow z ekspertami. Informacje na temat konkretnych btedéw poznawczych
wplywajacych na podejmowanie decyzji architektonicznych (RQ2) zostaly zebrane podczas
warsztatow grupowych z ekspertami. Szczegétowe informacje na temat wptywu btedéw poz-
nawczych na zaciaganie architektonicznego dlugu technicznego (RQ3) zostaly zbadane poprzez
seri¢ wywiadow z architektami oprgramowania. Interwencja przeciwdziatajaca (RQ4) zostata
zaprojektowana i przetestowana w trzech kropah: najpierw poprzez mate badanie pilotazowe z
dwiema grupami studentéw, nastgpnie poprzez eksperyment z 12 grupami studentéw, a nastgpnie
ostatecznie zweryfikowana w eksperymencie z do§wiadczonymi praktykami.

Wyniki: Wyniki tej pracy sa réznorodne. Po pierwsze, znaleziono najczesciej uzywane
powody stjace za decyzjami architektonicznymi, a takze odkryto, dlaczego praktycy uznaja te
powody za wazne (RQ1). Po drugie, stworzono list¢ 11 btedow poznawczych, ktére maja wptyw
na podejmowanie decyzji architektonicznych, a takze ich konsekwencje (RQ2). Ustalono wplyw
btedéw poznawczych na zaciaganie architecktoniczneg dlugu technicznego, w wyniku czego
stwierdzono, ze trzy dominujace bledy poznawcze sa najbardziej problematyczne: optymizm,
potwierdzenie i zakotwiczenie (RQ3). Ostatecznie, zaprojektowano warsztat przeciwdziatajacy,
ktore okazay si¢ korzystny zaréwno dla studentéw, jak i doSwiadczonych praktykéw (RQ4).

Wnhioski: Seria badan przedstawionych w niniejszej rozprawie zaowocowata pogtgbionym
zrozumieniem btedéw poznawczych w podejmowaniu decyz;ji architektonicznych. Poniewaz
wptyw ten okazat si¢ potencjalnie bardzo niebezpieczny, zaprojektowano i empirycznie zwalid-
owano strategi¢ tagodzaca wptyw bledow poznawczych. Materiaty pozwalajace na replikacjg tej

interwencji, czyli warsztatu przeciwdziatajacego, sa dostgpne online.

Stowa kluczowe: Blad poznawczy, Architektura Systeméw Informatycznych, Podejmowanie

decyzji architektonicznych, Przeciwdziatanie btgdom poznawczym
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1. Introduction

Software engineering is a field originally conceived to foster the application of scientific
knowledge in various phases of software development, with a particular focus on software design,
software construction, and writing technical documentation [1]. The first conference, which
focused on topics related to software engineering, was organized by NATO in 1968 [2], where
scientists focused on software design, production, and maintenance methods. Currently, the
definition of software engineering has been expanded into: "the application of a systematic,
disciplined, quantifiable approach to the development, operation, and maintenance of software;
that is, the application of engineering to software" [3].

Software architecture is a subdomain of software engineering, which was recognized as an
extremely significant part of software design already during the second software engineering
NATO conference in 1969 [4]. Software architecture itself can be defined in various ways,
e.g.. (1) a set of software elements and their interactions [5] or (2) a set of architectural
design-decisions [6]. There are various ways of describing a system’s architecture, such as
through the 4+1 views model [7], the ISO/IEC/IEEE 42010 standard [8], and the C4 model [9].

Cognitive bias is a term created by psychology researchers Amos Tversky and Daniel
Kahneman [10]. According to them, cognitive biases are systematic errors that arise from the
heuristics of the human mind that are used unconsciously to simplify judgmental operations [10].
These simplifications are an inherent feature of the human mind, and they are extremely useful
in performing mundane, low-stakes, everyday decisions, such as deciding which route to take
in order to travel home or what to eat for breakfast. Without heuristics simplifying decisions,
the human body would be excessively worn down since entirely rational logic-based thinking
uses the body’s resources, e.g., it lowers blood glucose concentration [11]. However, this feature
can become an impediment in the case of critical high-stakes decisions. For example, investors
may prefer to buy stocks of companies that have a short, easy-to-pronounce name [12]. The
discoveries related to understanding how human psychology decision-making had been the basis
on which Daniel Kahneman obtained the Nobel Prize in Economy in 2002 [13].

Software engineering research on cognitive biases is quite diverse since cognitive biases
can impact every aspect of human judgment, including all decisions made by practitioners in
the software development process [14]. Notable software engineering disciplines researched
in the context of biases include requirements engineering [15], task time estimation [16], agile

software development [17], testing [18], architecture [19] and implementation [20].
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1. Introduction

Cognitive biases in software architecture are an important research area [21] since software
architecture can be defined as a set of design decisions [6] and cognitive biases may distorted
the decision-making process. Research so far indicates that software architects are often biased
[22] and that the biases influence may result in subpar architectural solutions [23]. Such biased
decisions may have various negative consequences, such as incurring dangerous [24] architectural
technical debt [25], choosing novel solutions without proper risk assessment [26], or assuming
that technologies which the development team used previously are always the best choice [22].
As such, understanding the possible negative impact of cognitive biases on software architecture
and alleviating this effect is an important research challenge.

The ultimate goal of this research is to create a debiasing strategy that would reduce the
negative impact of cognitive biases on architectural decisions, which would improve quality of
architectures designed by software practitioners.

The contributions comprise a series of solutions to the research problems (defined through
the research questions). The contributions, which are all grounded in empirical data, can be

summarised as follows:

e Establishing rationales that practitioners use to justify their architectural decisions (Chapter
3).

¢ Defining a list of cognitive biases impacting architectural decision-making, as well as their
consequences (Chapter 4).

¢ Finding which cognitive biases may cause the occurrence of architectural technical debt.
The consequences of such technical debt and the cognitive biases antecedents were also
found (Chapter 5).

¢ Discovering "the wicked triad," an interaction between three major cognitive biases (anchor-
ing, optimism bias, and confirmation bias). This triad seems to be a major reason behind
numerous biased architectural decisions (Chapter 6).

e The design and empirical validation of a successful debiasing workshop, which was vali-
dated on students (Chapters 6 and 7) and practitioners (Chapter 8). The importance of this
contribution stems from the fact that no previous research has produced an empirically
proven debiasing strategy for architectural decision-making.

e The discovery that debiasing interventions may impact students and practitioners differently.
Students’ improvement is noticeable since they formulate more non-biased (i.e., fact-based)

arguments for and against architectural solutions. Yet, the number of bias occurrences does
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1. Introduction

not decrease (see Chapter 7). In turn, Practitioners’ improvement manifests in fewer bias
occurrences and fewer biased arguments in favor of architectural solutions (see Chapter 8).
This implies that debiasing interventions must be adjusted to the participant’s experience

level to be effective.

This thesis’ contributions are beneficial for both software engineering researchers and practi-
tioners.

Researchers obtain knowledge about how architectural decisions are made in practice:
what rationales motivate practitioners while making decisions, which cognitive biases distort
architectural decisions, and how these biases interact with each other. Furthermore, they are now
equipped with an empirically proven effective debiasing intervention. This knowledge can be
used to develop future methods (e.g., debiasing intervention) and guidelines (e.g., the use of
debiasing techniques)for enhanced architectural decision-making.

Practitioners may directly use the teaching materials prepared for the debiasing intervention
as a basis for performing their own debiasing workshop in their workplace.

Overall, the knowledge obtained through this study is a step towards better software quality.
This can be achieved by making software architects less impacted by cognitive biases, hence

making more rational, informed decisions.

1.1. Research Questions

The research problems this thesis aims to address are expressed as a set of research questions.
The main focus of the research presented in this is the impact of cognitive biases on architectural
decision-making. The focal point of this research is finding which cognitive bias influences are
negative and how their impact can be reduced.

To explore this issue in depth, this thesis aims to answer the following research questions:

e RQ1: What rationales are the main reasons behind decisions impacting software
practitioner’s architectural decision-making?
The purpose of this research was to understand which factors practitioners consider most
frequently during the architectural decision-making process. Some of the discovered
rationales may be cognitive bias antecedents. For example, previous positive experiences
with a specific framework may be an antecedent for the anchoring bias [10]. When impacted
by anchoring, practitioners may choose a framework based on their previous experiences

with it instead of the fit for the project’s conditions.
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e RQ2: How do cognitive biases impact architectural decision-making?

This research aimed at identifying the cognitive biases that influence architectural decision-
making. Additional focus was put into finding the consequences of these biases. Such a list
could be used in subsequent studies as a set of reference biases to be researched.

¢ RQ3: Does cognitive biases’ impact on architectural decision-making cause architec-

tural technical debt?

Incurring technical debt is synonymous with making a decision that favors short-term
benefits over long-term ones [27]. Architectural technical debt, in particular, is considered
to be dangerous because of its severe consequences [24] and lack of adequate refactoring
strategies that would make it possible to repay such debt [28]. As such, the aim of this
research was to evaluate whether decisions to incur architectural technical debt may be
influenced by cognitive biases.

¢ RQ4: How can the negative impact of cognitive biases on architectural decision-making

be alleviated?

Having established that cognitive biases may have a negative impact on architectural
decision-making and its results, the subsequent research goal was the creation of an effective
debiasing treatment. Previous research suggests a general lack of such debiasing treatments
in the software engineering domain [14]. However, creating such seemed possible since
a successful debiasing treatment was previously designed for debiasing software effort
estimation [29].

In this thesis, Research Questions are used instead of a Thesis since this view on the research
matter allows for methods more open to finding additional, unexpected (yet still valuable) insights.
A particular example is Chapter 6, which contains an article about a failed debiasing attempt.
Despite failing to debias the participants, this paper’s findings were crucial in developing a

successful debiasing strategy.

1.2. Author’s published work

This thesis is based on a set of five published papers, as well as one yet unpublished experiment.
The papers included in this thesis as chapters are:

1. Andrzej Zalewski, Klara Borowa, and Andrzej Ratkowski. "On cognitive biases in ar-

chitecture decision making." Software Architecture: 11th European Conference, ECSA

2017, Canterbury, UK, September 11-15, 2017, Proceedings 11. Springer International
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Publishing, 2017. (2024 MNiSW points: 140)
Thesis author’s contribution: data gathering, data analysis, writing the paper’s first draft as
well as making changes to the final paper.

2. Klara Borowa, Andrzej Zalewski, and Szymon Kijas. "The influence of cognitive biases
on architectural technical debt." 2021 IEEE 18th International Conference on Software
Architecture (ICSA). IEEE, 2021. (2024 MNiSW points: 140)

Thesis author’s contribution: original research idea, research method design, data gathering,
half of the data analysis (coding), most of the paper writing.

3. Klara Borowa, Robert Dwornik, and Andrzej Zalewski. "Is knowledge the key? an
experiment on debiasing architectural decision-making-a Pilot study." Product-Focused
Software Process Improvement: 22nd International Conference, PROFES 2021, Turin,
Italy, November 26, 2021, Proceedings 22. Springer International Publishing, 2021. (2024
MNiSW points: 70)

Thesis author’s contribution: original research idea, research method design, data gathering,
half of the data analysis (coding), most of the paper writing.

4. Klara Borowa, Maria Jarek, Gabriela Mystkowska, Weronika Paszko, and Andrzej Za-
lewski "Debiasing architectural decision-making: a workshop-based training approach."
European Conference on Software Architecture. Cham: Springer International Publishing,
2022. (2024 MNiSW points: 140)

Thesis author’s contribution: original research idea, research method design, data gathering,
half of the data analysis (coding), most of the paper writing.

5. Klara Borowa, Rafal Lewanczyk, and Klaudia Stpiczyniska, Patryk Stradomski, and
Zalewski, Andrzej. "What rationales drive architectural decisions? An empirical inquiry."
European Conference on Software Architecture. Cham: Springer Nature Switzerland, 2023.
(2024 MNiSW points: 140)

Thesis author’s contribution: original research idea, research method design, questionnaire

analysis most of the paper writing.
Other published works from the author:

1. Andrzej Zalewski, Klara Borowa, and Damian Kowalski. "On cognitive biases in re-
quirements elicitation." Integrating research and practice in software engineering (2020):
111-123. (2024 MNiSW points: 20)

2. Klara Borowa, Andrzej Zalewski, and Adam Saczko. "Living With Technical Debt—A
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Perspective From the Video Game Industry." IEEE Software 38.6 (2021): 65-70. (2024
MNiSW points: 100)

. Andrzej Zalewski, Klara Borowa, and Krzysztof Lisocki. "Supporting Architectural

Decision-Making with Data Retrieved from Online Communities." International Conference
on Dependability and Complex Systems. Cham: Springer International Publishing, 2021.
(2024 MNiSW points: 20)

. Szymon Kijas, and Klara Borowa. "Evolution Process for SOA Systems as a Part of

the MAD4SOA Methodology." International Conference on Dependability and Complex
Systems. Cham: Springer International Publishing, 2021. (2024 MNiSW points: 20)

. Klara Borowa, Sebastian Kamoda, Piotr Ogrodnik, Andrzej Zalewski. "Fixations in Agile

Software Development Teams." Foundations of Computing and Decision Sciences 48.1

(2023): 3-18. (2024 MNiSW points: 40)

. Wiese, Marion, and Klara Borowa. "IT managers’ perspective on Technical Debt Man-

agement." Journal of Systems and Software 202 (2023): 111700. (2024 MNiSW points:
100)

1.3. Thesis Outline

This thesis is divided into ten chapters. Figure 1.1 gives an overview of the outline, as well as

what published work is contained in particular chapters.

20

The overview is explained below:

e Chapter 1 is an introduction to the topic, containing not only an introduction to the research

area and motivation behind this work but also information on the author’s published work,
the contributions of this thesis as well as a precise definition of the original solution to the
research problem.

Chapter 2 contains the information about the related work and state of the art.

RQ1: What rationales are the main reasons behind decisions impacting software
practitioner’s architectural decision-making? is answered as part of Chapter 3. This
chapter presents an empirical inquiry through a questionnaire and a set of semi-structured
interviews, which resulted in a list of rationales that practitioners reported using during
architectural decision-making. The reasons why these rationales are common, as well as
the differences between rationales used by practitioners with different experience levels, are

explained in detail in this paper as well.
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Chapter 3 contains the following peer-reviewed article:
Klara Borowa, Rafal Lewanczyk, Klaudia Stpiczynska, Patryk Stradomski, and Andrzej
Zalewski. "What rationales drive architectural decisions? An empirical inquiry." European

Conference on Software Architecture. Cham: Springer Nature Switzerland, 2023.

¢ RQ2: How do cognitive biases impact architectural decision-making? is answered

in Chapter 4. This chapter presents the results of a workshop conducted with software
practitioners, where they discussed cases when cognitive biases impacted architectural
decision-making. The results of this workshop consisted of an ordered list of cognitive
biases in accordance with their perceived impact on architectural decision-making.
Chapter 4 contains the published peer-reviewed article:

Zalewski, Andrzej, Klara Borowa, and Andrzej Ratkowski. "On cognitive biases in ar-
chitecture decision making." Software Architecture: 11th European Conference, ECSA
2017, Canterbury, UK, September 11-15, 2017, Proceedings 11. Springer International
Publishing, 2017.

e RQ3: Does cognitive biases’ impact on architectural decision-making cause archi-

tectural technical debt? is answered in Chapter 5. This chapter contains information
about an interview study conducted with software practitioners, which made it possible to
understand which cognitive biases are likely to impact architectural technical debt, as well
as the biases antecedents and this technical debt’s consequences.

Chapter 5 contains the following peer-reviewed paper:

Borowa, Klara, Andrzej Zalewski, and Szymon Kijas. "The influence of cognitive biases
on architectural technical debt.” 2021 IEEE 18th International Conference on Software

Architecture (ICSA). IEEE, 2021.

¢ RQ4: How can the negative impact of cognitive biases on architectural decision-making

be alleviated? is answered in Chapters 6, 7 and 8. These three chapters showcase the

development and validation of a debiasing intervention.

Chapter 6 presents a pilot study with two groups of students - one of which took part in
a simple debiasing presentation. This intervention turned out to be ineffective. However,
analyzing the student’s behavior resulted in a deepened understanding of cognitive bias
influence, resulting in the proposal of a new set of debiasing techniques.

Chapter 6 contains the following published peer-reviewed paper:



1. Introduction

Borowa, Klara, Robert Dwornik, and Andrzej Zalewski. "Is knowledge the key? an
experiment on debiasing architectural decision-making-a Pilot study." Product-Focused
Software Process Improvement: 22nd International Conference, PROFES 2021, Turin, Italy,
November 26, 2021, Proceedings 22. Springer International Publishing, 2021.

Chapter 7 showcases the results of a debiasing workshop designed based on the findings
from Chapter 6. 12 groups of computer science students took part in this experiment. The
student groups were given two tasks to design an architecture - before and after participating
in a debiasing workshop. The results were positive overall in most groups, which validated
the workshop as useful for teaching students.

Chapter 7 contains the following published article:

Klara Borowa, Maria Jarek, Gabriela Mystkowska, Weronika Paszko, Andrzej Zalewski
"Debiasing architectural decision-making: a workshop-based training approach.” Euro-

pean Conference on Software Architecture. Cham: Springer International Publishing, 2022.

Chapter 8 contains a yet unpublished experiment with expert practitioners. 18 practitioners
from 3 different countries (Poland, Germany, and Brazil) took part in this experiment.
Practitioners were divided into a control and experimental group, with the experimental
group participating in the debiasing workshop. Overall, the impact of biases was smaller
for the experimental group participants.

¢ In Chapter 9 the overall results and their implications are discussed.

¢ Chapter 10 contains the thesis conclusion.
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2. State of the Art

The purpose of this chapter is to present research related to this thesis. It is worth noting
that while starting this research, the author conducted a systematic literature review on the topic
of cognitive biases in software engineering. This systematic review is detailed in the author’s
Master’s Thesis [30]. This chapter contains both information present in that thesis as well as
data on new relevant literature that was published in the following years.

Section 2.1 explains the concept of cognitive biases and the dual process theory. Section 2.2
showcases previous research on cognitive biases in the software engineering domain. Then, Sec-
tion 2.3 explains the current state of research on cognitive biases in architectural decision-making.
Finally, Section 2.4 contains information about debiasing, i.e., mitigating the impact of cognitive

biases.

2.1. Cognitive biases

William James is considered a precursor of the dual process theory in psychology due to
his work "The Principles of Psychology," where he defines various ways of human reasoning,
two of them in particular: associative and rational [31].

Association in the human mind, according to James, is simply a perceived (not always
factual) connection between certain things in the mind. It is described as heavily impacted by an
individual’s past experiences, €.g., "that twenty experiences make us recall a thing better than
one" [31].

James explains that for reasoning to be rational, two steps must be taken: a specific piece of
information must be perceived, and the consequences of this information must be deduced [31].

In his book, James gives the following example: "Suppose I say, when offered a piece of
cloth, " I won’t buy that; it looks as if it would fade,"” meaning merely that something about it
suggests the idea of fading to my mind, — my judgment, though possibly correct, is not reasoned,
but purely empirical; but, if I can say that into the color there enters a certain dye which I know
to be chemically unstable and that therefore the color will fade, my judgment is reasoned. The
notion of the dye which is one of the parts of the cloth, is the connecting link between the latter

and the notion of fading." [31].

In this thesis, this combination of "information" and "deduction" is considered necessary for

a logical, not biased, rationale. While ''rationale'’ has the broad meaning of ''reason for
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2. State of the Art

decisions,' only rationales resulting in a logical deduction based on a fact can be considered
rational, i.e., non-biased.
Posner and Snyder were the first researchers to distinguish between automatic and conscious

thinking [32]. According to them [32], the automatic processes in the human mind occur when:

¢ the individual has no intention to consciously think about something,

e when there is no interference from other mental activities.

Posner and Snyder also note that the reason for such automatic thinking is the limited capacity
of the human mind for conscious thought [32].

These concepts were developed further by Tversky and Kahneman, who introduced the term
cognitive biases, which are systematic errors resulting from the heuristics of the human mind,
used to simplify judgment operations [33]. To explain the source of cognitive biases, Kahneman’s
take on the dual process theory must be explained. He proposed a model of the human mind as
one consisting of two systems: Systems 1 and 2. System 1 is fast - it operates on associations
and various other heuristics. System 2, however, is capable of rule-based logical reasoning, yet

slow. Cognitive biases occur when judgments are made solely based on System 1 [12].

Question System 1 System 2 Judgment

Will this cloth fade
quickly?

Yes

Y

It looks like it

The data
suggets that

Fact:
data about dye

Figure 2.1. Dual-process judgment

No

Y

The idea of two Systems fits with James’ views on rational judgment. Figure 2.1 illustrates
how James’ example of judgment of a cloth’s color fading could be explained by Khanemen’s
dual process theory [12]. In the case of biased judgment, System 1 would simply inform the
individual that "it looks like it." For the judgment to be rational, System 2 would have to step in
and asses the data about the dye used in the fabric. A significant change from James’ original
understanding is that, according to Kahneman, it is impossible to skip the "it looks like it"
thinking provided by System 1. System 1 thinking is automatic, and as such, it always occurs.
Instead, System 2 has to validate and correct these initial judgments. This concept is crucial for

understanding how "rational decisions" are defined. Rational decisions are ones made based
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2. State of the Art

on the judgment validated and corrected by System 2. This judgment must be based on a

logical non-biased rationale (a fact and its logical consequence).

In the initial work of Tversky and Kahneman [33], three significant cognitive biases are

introduced:

1. Representativeness — a cognitive bias that occurs because people unconsciously expect a

sample to represent a different sample that they personally experienced. [34]. For example,
a person in whose family most marriages ended in divorce may assume that divorce is more

common in the general population than it is.

2. Availability — a heuristic that makes individuals make assumptions based on information

most easily available to them [35]. For example, after repeatedly seeing an advertisement

for a certain product, a customer is more likely to recall its name and thus may buy it.

3. Anchoring — is an individual’s tendency to disproportionately consider only one possible

value in making a decision. In particular — usually, the initial value was either presented to

them, or they came up with themselves [36].

Since then, many more cognitive biases have been explored in a wide array of domains, e.g.,

tourism management [37], medicine [38] and software engineering [14].

To understand various biases’ impacts on software engineering described later in this Chapter,

it 1s necessary to know the definition of the following cognitive biases that have not been

explained yet:
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e Confirmation bias — the tendency to seek information that could possibly confirm one’s

belief while unintentionally avoiding information that may force a belief change [39]. For
example, researchers may unintentionally seek only data sources that would confirm their
research hypothesis while omitting ones that have a higher probability of disconfirming it.
Over-confidence — The tendency to overestimate one’s knowledge, skill, and accuracy, which
makes individuals overestimate their control over one’s environment [14]. For example,
a person with a family member sick due to a specific illness, may perceive themselves as
more knowledgeable on this illness than medical practitioners.

Positive test bias — the tendency to set a hypothesis based on data the one knows will favor
the hypothesis [40]. For example, a software tester that knows the test is positive for all
even numbers between 2 and 100 may repeat this test for even numbers between 50 and

100.

e (Over) Optimism bias — the tendency to overestimate the probability of positive out-
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comes [41]. For example, a developer may assume, without checking, that an API that he
has to use will work exactly as he expects it to.

e Planning fallacy — the tendency to underestimate completion times of one’s planned
tasks [42].

e Egocentric bias — the tendency to overestimate one’s own values, opinions, and contributions
over the ones of other people [43].

¢ Fixation — while the term originated from Freud’s theories on sexuality [44], fixation is now
defined as overly focus on certain items, practices, and obstacles (even those that do not
actually exist) [45].

e Framing effect — the tendency to interpret information depending on how it was pre-
sented [46]. For example, patients may choose a particular brand of medicine depending on
how it is advertised or labeled.

e Halo effect — the tendency to evaluate unknown values of a certain item based on a small
set of known values (usually the first ones noticed) [47]. For example, human beings often

judge a person based on the first impression of their external appearance.

It is important to note that many of the definitions of biases were developed in parallel by
researchers from various domains. As a result, the definitions of many cognitive biases, partially
or even completely, overlap with each other. For example, positive test bias is a specific case of

confirmation bias that is connected with performing formalized testing.

2.2. Cognitive biases in software engineering

Research on cognitive biases in various software engineering sub-domains is rather scarce.
Mohanani et al., in their systematic mapping, which encompasses data up to 2016, found 65
papers relevant to the topic [14]. For years 2017-2018 an update of this list was performed as
part of this thesis author’s Master’s thesis [30] - only three new relevant studies were identified
this way. Since then, various new papers on the topic have been published, but the evidence
from the mapping of Mohanani et al. [14] and its update [30] suggests that cognitive biases in
software engineering are a topic with less than 10 papers published yearly.

This Section is divided into Subsections that focus on software engineering sub-domains that

have been deeply researched in the context of cognitive biases:

e Requirements engineering (Section 2.2.1)

¢ Implementation (Section 2.2.2)

27



2. State of the Art

e Testing (Section 2.2.3)

o Software effort estimation (Section 2.2.4)

Other, less thoroughly researched topics are shortly explained in Section 2.2.5.

2.2.1. Cognitive biases in requirements engineering

Brownie and Ramesh, in their paper explaining phases of requirements determination, are
the first to account for the possible impact of cognitive biases in the requirements domain
[48]. In their paper, they explore how the three heuristics originally described by Tversky
and Kahneman [10] may impact an analyst. They provide examples for all of them, e.g., for
anchoring: "An analyst designing a user interface relies on past interfaces he has designed, fails
to adjust adequately to current user needs, and delivers an interface that is not functional" [48].

Pitts and Browne explain various ways in which cognitive biases are likely to impact an
analyst in the process of requirements engineering [49]:

¢ Anchoring and overconfidence may make them less likely to explore alternatives.

¢ Availability may limit exploration for new requirements to the requirements based on fresh

memories from recent projects.

e Representativeness can make analyst see similarities with their previous project despite no

evidence supporting this similarity.

Chakraborty et al. [5S0] present a model of requirements elicitation and suggest that the
cognitive biases researched by Brownie and Ramesh [48] have an impact on the "Mental Model
Creation" phase. One consequence of such impact may be overconfidence, making the users
overestimate their business knowledge [50].

The author of this thesis has co-authored a peer-reviewed paper on the biases’ impact on
requirements elicitation. In it, based on an experiment with student participants, core biases
that require further research in this domain have been pinpointed [51]. This filled a significant
research gap, since previous research did not empirically assess which cognitive biases should
be researched in this domain. Previously, Brownie and Ramesh [48], Chakraborty et al. [50], and
Pitts and Browne [49] researched only the three cognitive biases defined originally by Tversky
and Kahneman [10].

2.2.2. Cognitive biases in implementation

The first research paper that noted the possibility of cognitive biases’ impact on any aspect

of software development, was written by Stacy and Macmillan [52] and focused on software

28



2. State of the Art

developers’ everyday programming tasks. In particular, they discussed the following three biases
and their impact [52]:

e Representativeness may make developers’ judgment on the probability of certain events
imprecise. For example, they may wrongly consider one output of independent random
values to be more probable than another based on the output’s contents.

e Availability may make developers use code constructs (e.g., long variable names) solely
based on the fact that they either recently saw them in a project’s code, or because they
often see them.

¢ Confirmation bias may make finding errors in the code harder - developers may spend a
large amounts of time searching for errors in the part of the code that are irrelevant to the
error, since confirmation bias made them believe that this particular fragment of the code is

faulty.

Another aspect of implementation that can be impacted by cognitive biases is artifact reuse.
Parsons and Saunders [53], as well as Allen and Parsons [54], have performed empirical ex-
periments which proved that developers are likely to anchor on reusing preexisting code. This
may lead to the spread of existing errors, although this effect seems to affect novices more than
experienced practitioners [53].

Chattopadhyay et al. [20] performed a field study with 10 developers, whom researchers
observed during their everyday work. They found that about 70% of actions with a negative
outcome could be associated with a cognitive bias. This research resulted in various notable

findings - such as which biases impact developers during implementation and their consequences.

2.2.3. Cognitive biases in testing

Leventhal et al. [40] were the first to explore how cognitive biases may impact testing. They
performed a set of experiments to asses whether students and professional testers are impacted
by positive test bias while performing testing tasks. In all groups, positive test bias was present.
Although it was the strongest in the case of junior students (in comparison to advanced students
and practitioners).

Subsequently, work on exploring the impact of biases on testing was largely expanded by
Calikli and Bener [55] [56] [57] [58]. In their various empirical evaluations [55] [57] [58],
they proved the impact of confirmation bias during testing activities on both student [55] and

practitioner [58] participants. This effect can be summarized as the following: while testing’s

29



2. State of the Art

goal is to find various errors, humans are likely to unconsciously seek to prove the software’s
correctness. As such, they are likely to perform unnecessary tests that they expect to return
no information about any errors. As such, a confirmation bias’ consequence is that the code
becomes more defect prone [58]. Finally, Calikli and Bener [56] developed a metric scheme for
measuring confirmation bias’ levels and found a correlation between it and software defect rate.

Further exploration of confirmation bias’ impact was performed by Salaman et al. [18]
who, through a grounded theory study, developed a list of 20 antecedents of confirmatory
and dis-confirmatory testing. The disconfirmatory antecedent that study participants mostly
mentioned was "project experience". Previous experiences in the project allowed practitioners to

recognize an increased number of edge cases that are more likely to result in failed tests.

2.2.4. Cognitive biases in software effort estimation

Jorgensen and Sjgberg [59] were the first to note the possibility that three cognitive biases
described initially by Tversky and Kahneman [33] may impact software effort estimation.
Molgkken and Jgrgensen [60] focused on countering the effect of optimism bias that caused
overly small estimates for project tasks. They discovered that group discussion on estimates,
instead of combining individual estimates, is effective in countering over-optimistic predictions
Molgkken and Jgrgensen [60] [61] [62].

Additional research from this group of researchers has led to many findings, such as:

e Experts with technical knowledge are more likely to provide over-optimistic estimates for
two reasons: (1) They analyze the problem from an "insider" perspective and, as such,
are less likely to look at historical data; (2) They are perceived as more competent if they
provide smaller estimates [63].

¢ In software projects, effort estimates are often backed by over-confidence bias. Practitioners
may be over-confident for such reasons as (1) lack of feedback; (2) having solely an
"inside" perspective; (3) trying to maintain an image as a more skilled expert; (4) the project
managers seemed to reward over-confident team members [64].

¢ Over-optimism bias may be the source of the "winner’s curse", i.e. the situation when
software companies, in an attempt to win a bid to get a client, underestimate the project’s
workload so much that they face problems in delivering the software [65].

e Psychology tests meant to measure the subject’s level of optimism (ASQ and LOT-R tests)
are a poor predictor of over-optimistic predictions in a software project [66].

e Paradoxically, work on risk identification increases levels of over-optimism and over-confidence
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— since having more information about risks makes practitioners feel more in control of an
unpredictable situation [67].

Work on improving the accuracy of effort estimates to mitigate over-optimism and over-
confidence has additionally been expanded by other researchers. Shmueli et al. [68] found that
predictions are improved by providing reference information about past projects to provide an
"outside" perspective. Sheppherd et al. [29] found that intentionally anchoring practitioners on
an initial overly-pessimistic estimate can be used as a tool to rationalize effort estimations as

well.

2.2.5. Other impacts of cognitive biases on software engineering activities

Agile software development has been researched in the following contexts:

¢ [n pair programming tasks, novice developers are more often anchored on the initial solution,
since they are less likely to think of multiple possible solutions [69].
e Student developers that are part of agile teams, due to the egocentric bias, overestimate the
effort they put into the project in comparison to other team members. This effect slowly
disappears as they gain more experience working together [70].
¢ Fixation makes agile team members over-focus on certain agile practices (e.g. daily
meetings) while losing focus on key agile principles (e.g. self-organising teams) [17].
Designer creativity has been shown to be impeded by the framing effect, which may make
designers fixate on a given set of requirements. To counter this effect, it is possible to simply
re-frame designers’ thinking by formulating requirements in a "softer" way, which allows for
creative freedom [15].

User experience has been theorized to be impacted by cognitive biases, like the halo effect

which makes the user’s first impression extremely important [71].

2.3. Cognitive biases and architectural decision-making

Software architecture may be defined in various ways [72], these include:

e Perry and Wolf [5] describe software architecture as a set of elements: (1) processing
elements; (2) data elements, and (3) connecting elements.

e Bass et al. state that software architecture is "a set of structures needed to reason about the
system" [73].

¢ Jansen and Bosch [6] describe software architecture as a set of design decisions.
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The particular definition of software architecture "as a set of architectural design decisions" [6]
is the one assumed in this thesis. Jansen and Bosch [6] define a single architectural design

decision as a decision containing the following:

e Rationale — the reasons behind the decision.
e Design rules — which describe how further decisions should be made.
e Design constraints — describing what behaviors are prohibited.

¢ Additional requirements — requirements that new architectural decisions must fulfill.

The viewpoint on software architecture as a set of design decisions empowered software
architecture researchers to focus on architectural decision-making. This led to the creation
of decision-making guidelines [74], as well as intensive empirical research on architectural
decision-making [21].

Human factors in architectural decision-making, in particular, have been thoroughly ex-
plored [75]. This included the observation that software architects may make decisions impacted
by cognitive biases, first made by Tang [76]. Later, van Vliet and Tang [77] expanded this
idea by showcasing how anchoring, the framing effect, and confirmation bias may impact
software architecture. Additionally, Manjunath et al. [23] conceptualized at which phases of
the decision-making cycle cognitive biases may happen. The research presented in this Thesis

further expanded the knowledge in this domain.

2.4. Debiasing

Debiasing is the act of countering cognitive biases. As described by by Fischhoff [78], there

are four levels of debiasing treatments:

¢ A: Informing about cognitive biases. In this case, the intervention consists simply of
one-way communication with general knowledge about cognitive biases, e.g., a lecture.

¢ B: Informing about cognitive biases, focusing on which biases may affect the intervention
participants, e.g. a lecture where software architects would be informed about the current
research on cognitive biases in architectural decision-making.

e C: Informing about biases combined with personalized feedback, e.g., a lecture about biases
in architectural decision-making and a practical workshop during which participants could
train in decision-making techniques.

¢ D: Extensive long-term training designed to counter biases, e.g., after performing a C-level

debiasing intervention, periodic training workshops could be performed.
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In the realm of software engineering, research on debiasing techniques is scarce [14], although
the need for such research was noted over a decade ago by Ralph [45]. One such successful
technique is having analysts use procedural prompts for requirements elicitation [49]. Another
beneficial debiasing intervention was performed by Shepperd et al. [29], which used the fram-
ing effect to anchor developers on pessimistic time estimates - which resulted in countering
over-optimistic time predictions.

While there is previous research on improving design rationale in software architecture [79] [80],
the work presented in this thesis is the first that introduced an intervention that was empirically

proven to counter cognitive biases in architectural decision-making.
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3. What rationales drive architectural decisions? An empirical inquiry

3.1. Preface

Although this paper was created as the last of all published papers presented in this thesis, it
is presented first for a specific reason. This results from a crucial research gap that existed before
its publication: there was no existing empirical research exploring what rationales motivate
practitioners during architectural decision-making. Some of these rationales were expected to be
connected with cognitive biases, possibly being cognitive bias antecedents. This, however, had
to be proven.

This research was performed in two steps. The first one was gathering data through a
questionnaire where practitioners had to answer two open-ended questions: (1) "What do you
consider when making architectural decisions?" (2) "What do your colleagues consider when they
make architectural decisions?". Participants were supposed to give a maximum of three rationales
as answers to both questions. We gathered 63 answers by distributing these questionnaires.

This questionnaire’s results were grouped into rationale categories, from which five major
rationale groups emerged: Ease of use for development activities, Maintainability, Performance,
Prior knowledge/experience in using the solution, and Time/deadlines. Additionally, we observed
two phenomena: (1) the rationales differed depending on the practitioner’s experience level, and
(2) a significant amount of practitioners believe that their colleagues make decisions based on
the same rationales.

To explore what are the reasons behind these rationales, we performed a series of 13 follow-up
interviews with questionnaire participants who agreed to it. As a result, we found a set of
"reasons behind the rationales," the three most prominent ones being: (1) Practitioner’s prior
experience, (2) Client focus, (3) Making one’s life "easy," i.e., decreasing their workload.

These findings, when viewed in the context of possible cognitive bias impact, allow us to
draw a broader picture of architectural decision-making. Clearly, practitioners mainly based
their rationales on their own personal experiences - such a way of thinking is the basis for all
three classic cognitive biases introduced by Tversky and Kahneman [33]. Representativeness
bias makes one believe that their personal experience represents a norm (e.g., if a solution
was appropriate once, it will always be), Availability makes them base assumptions on easily
available information (namely, their own experience), and anchoring makes them unlikely to
consider other points of view. Since the rationales motivating practitioners are possible cognitive
bias antecedents, the exploration of cognitive biases’ effect on architectural decision-making

is a natural extension of this research.
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3.2. Abstract

Architectural decision-making is a crucial concern for researchers and practitioners alike.
There is a rationale behind every architectural decision that motivates an architect to choose one
architectural solution out of a set of options. This study aims to identify which categories of
rationale most frequently impact architectural decisions and investigates why these are important
to practitioners. Our research comprises two steps of empirical inquiry: a questionnaire (63
participants) and 13 interviews. As a result, we obtained a set of rationales that motivated
architects’ decisions in practice. Out of them, we extracted a list of software quality attributes
that practitioners were the most concerned about. We found that, overall, architects prefer to
choose solutions which are familiar to them or that guarantee fast software implementation.
Mid-career architects (5 to 15 years of experience) are more open to new solutions than senior and
junior practitioners. Additionally, we found that most practitioners are not concerned about the
quality attributes of compatibility and portability due to modern software development practices,

such as the prevalence of using specific standards and virtualisation/containerization.

3.3. Introduction

Understanding software architecture as a set of architectural decisions (ADs) [6] draws our
attention to the motivation underlying these decisions and - this way - the entire architecture.
Design rationale, which is a component of ADs [81], consists of the knowledge and reasoning
justifying design decisions[82].

The research on factors (including rationales) [83] that shape architectural decisions in practice
is rather scarce and seems still far from being mature. The most recent papers by Weinreich
et al. [84], Miesbauer et al. [85] and Tang et al. [82] that explore the motivations underlying
practitioners’ ADs are at least eight years old. These works are continued in more recent studies
that investigate what software quality attributes (QAs) are discussed when choosing architectural
patterns [86] and what technology features drive technology design decisions [87].

As the software development landscape changes rapidly, the general purpose of this study is
to discover what rationales, and why, currently drive ADs in practice. Such results importantly
extend our knowledge and understanding of architectural decision-making (ADM) by allowing
researchers to focus their efforts on improving ADM on the basis of current needs and practices
of architects. Additionally, we put an emphasis on QAs since they are a rationale subset that has

been of major interest for researchers [88] [86] [89].
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Such an aim is expressed by the following research questions:

e RQI: What rationales most frequently influence architectural decisions?

e RQ2: Which software quality attributes are usually prioritised during architectural decision-

making?

¢ RQ3: Why do practitioners prioritise these rationales?

In order to investigate the above problems we performed a two-phase inquiry. Firstly, we
gathered data through a questionnaire. We obtained answers from 63 practitioners. Then, we
presented the questionnaire’s results to 13 practitioners during interviews. As a result of the
questionnaire, we created a list of rationales (including quality attributes as given in ISO 25010
[90]) that practitioners of various experience levels (beginners, mid-career and experts) consider
essential. As a result of the interviews, we found out that, depending on experience level,
practitioners tend to prioritise different architectural options.

The rest of the paper has been organised as follows: Section 3.4 presents related work, Section
3.5 contains details about our research process and Section 3.6 the study’s results. We discuss
our findings in Section 3.7, present the threats to validity in Section 3.8 and conclude in Section

3.9.

3.4. Related Work

The notion that software architecture is a set of design decisions [6] has heavily impacted the
field of software architecture [88]. To enable better decision-making, researchers have explored
such areas as: human factors in ADM [83], AD models [81], mining AK [89], curating AK [91],
tools supporting decision-making [92], techniques that can aid designers in the decision-making
process [93] [94] and ADM rationale [82].

Numerous aspects make ADM an extremely challenging process. The traditional decision-
making process, which includes listing all possible alternatives and their attributes, is impractical
for software design decisions [95] because of the number of possible architectural solutions. Fur-
thermore, practitioners can be overwhelmed by the time and effort required to find architectural
information [96]. Additionally, an entirely rational design-making process is impossible as long
as it depends on human beings, that are impacted by various human factors [83].

While there exist general guidelines [94] and various tools [88] for ADM, empirical research
on ADM factors is scarce [83]. On the topic of the practitioners’ rationale behind design

decisions, several studies must be acknowledged. Firstly, the study of Tang et al. [82], reporting
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the results of a survey on practitioners’ approach to architectural rationale. Researchers had
practitioners choose the importance of generic rationales and optionally allowed participants to
provide their own rationales. As a result, a list of 12 rationales indicated by practitioners was
made. This study’s results were later expanded by Miesbauer et al. [85] and Weinreich et al.
[84] who performed interview-based studies through which the list was expanded to include 18
rationales in total. Soliman et al. [87] researched what technology features impacted technology
design decisions. Bi et al. [86] took a different approach and researched which ISO 25010
software quality attributes [90] were most often discussed in the context of architectural patterns
on the StackOverflow platform.

We found no recent empirical research focusing widely on ADM rationale more recent than
eight years ago. As software technology evolves rapidly, the rationales could also change. Addi-
tionally, we found no studies on how rationales depend on architects’ professional experience,
which we believe could be relevant since junior and senior architects find different aspects of

ADM challenging [97].

3.5. Method

Our research comprises two phases: questionnaire and interviews. The purpose of the
questionnaire was to gather a larger sample of data that would enable us to answer RQ1 and
RQ?2. The interviews let us delve deeper into the meaning and implications of the questionnaire’s
results (RQ3). Another reason for using two data-gathering methods was to achieve so-called
"methodological triangulation’ [98], which helps to strengthen the validity of our findings. The
overview of the study process is presented in Figure 3.1. The questionnaire questions, a summary
of questionnaire results, the interview plan, and interview coding details are available online

[99].

3.5.1. Questionnaire: data-gathering

The questionnaire’s [99] design was simplistic in order to avoid discouraging practitioners
from taking part and to avoid biasing the results by suggesting any specific answers. The
questionnaire was divided into four main sections:

1. Participant data: age, gender, education, years of experience in software development, role
in the company, company size, company domain.
2. An open-ended question to provide a maximum of three most often used rationales for

architectural decisions, according to the participant’s personal experience.
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Figure 3.1. Study phases

3. An open-ended question to provide a maximum of three most often used rationales for
architectural decisions by the participant’s colleagues. We asked this question to investigate
if the participants believed that other practitioners have different priorities from them.

4. An optional section containing the option to provide an email and give consent for further
contact from the researchers.

In order to obtain samples for the study, we distributed the questionnaires in three different
locations:

1. During a 3-day long IT career fair at our faculty, where representatives of over 50 companies
were present. We approached each stall and gave a physical copy of the questionnaire
to the practitioners that were advertising their companies. We obtained 35 completed
questionnaires at this event.

2. During an IT conference for practitioners and students, where representatives from over 60
companies were present. We used the same strategy as the one during the career fair and
obtained 15 additional completed questionnaires.

3. We made the questionnaire available online and posted it on our personal social media
accounts; this led to additional information from 13 participants.

In total, we obtained data from 63 participants. A summary of the participants’ demographic

data is presented in Figure 3.2, and their employers’ companies’ domain and size in Figure 3.3.

3.5.2. Questionnaire: analysis

To analyse the questionnaire, we performed the following actions:

1. We divided the participants into the following groups: beginners (under five years of
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experience), mid-career (5 to 14 years of experience), and experienced (15 or more years of

experience) practitioners.

2. We extracted the answers about the participants’ as well as their colleagues’ rationales and

analysed them separately.

3. For each of the six combinations of the above groups (participants’ experience level and
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their own/colleagues’ rationales) separately, we classified the rationales (even if they were
worded differently) into categories. When applicable, we used the ISO/IEC 25010 [90]
software quality attributes as the rationale categories. We grouped rationales into categories,
since participants often used different words to explain the same factors influencing their
decision-making. A rationale category groups rationales that are similar to such a degree that

we found them almost indistinguishable. For example, we categorised all of the following
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Table 3.1. Interview participants

No. | Gender | Age | Experience Education Role Company Company
(years)| (years) size  (em- | domain
ployees)
1 Male 23 1 Bachelor’s Software  Engi- | 1001-5000 | Infrastructure
neer monitoring
2 Male 22 1 Bachelor’s C++ Developer 51-200 Power Engi-
neering
3 Male 45 22 PhD Company owner | 0-50 IT, Data Sci-
ence
4 Male 23 1 Bachelor’s Python Backend | 51-200 Software
Developer House
5 Male 22 1 High School | Junior Developer | 1001-5000 | E-commerce
6 Male 23 3 Bachelor’s | Junior Java Devel- | over 5000 | Consulting
oper
7 Male 24 4 Bachelor’s Software  Engi- | 51-200 Finance
neer
8 Male 31 5 Master’s Software Devel- | 1001-5000 | Electronics
oper
9 Male 45 20 PhD Architect over 5000 Commerce
10 | Female | 25 3 Master’s NLP Engineer over 5000 R&D
11 | Male 41 20 PhD CTO 201-1000 Finance
12 | Male 28 5 High School | Senior Testing En- | 201-1000 Videogame
gineer develop-
ment
13 | Male 32 6 Master’s Senior Software | over 5000 | FMCG
Engineering Man-
ager

as “Time/Deadlines”: “time that we will waste on it; how much time there is to do it;
time available to create the software; Number of hours required to write the functionality;
time-consumption of making the solution; time-consuming; deadline to deliver the project;
time available; time”. When rationales were only related to each other, like for example
“Documentation” and “Maintainability”, we did not categorise them together. Table 3.3

summarises the questionnaire analysis results.

3.5.3. Interviews: data gathering

Based on questionnaire data analysis, when creating the interview plan [99], we focused on
the following categories of observations:
1. The rationales common for 20% of the participants of each professional experience level.
2. Quality attributes of generally low interest to the architects, namely, attributes mentioned
by fewer than 5% of all the participants.
3. Cases in which answers varied among architects of different experience levels. For example,

some rationales were over the 20% cutoft score in one group but not in all of them.

We presented the results from the questionnaire in which the above cases occurred to the
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interviewees. Then, we asked them about the reasons behind the observed level of importance of
these rationales for specific architects’ experience groups.

All 13 interviewees were recruited from the questionnaire participants. We invited to a
follow-up interview all participants that consented to a follow-up interview in the questionnaire.

Table 3.1 presents the overview of the interviewees’ characteristics.

3.5.4. Interviews: analysis

The interview recordings have been transcribed. Then we coded the transcripts by following

the subsequent steps:

1. Two separate authors coded the same transcript using the descriptive coding method [100].
This means that segments of the transcripts, which contained a relevant piece of information,
were labelled with a code that described its type of content. We started with an empty list of
codes, to avoid biasing the results towards our own ideas, and allowed the codes to emerge
during the coding process.

2. Both coding authors met to negotiate their coding [101] — they made changes to the coding
until reaching a unanimous consensus.

3. An updated list of codes was created as a result of the coding meeting.

4. One of the authors re-coded previously coded transcripts with new codes if they emerged
during the current analysis step.

5. The above steps were repeated for each interview transcript.

Codes are summarised in Table 3.2. After coding all transcripts, we analysed and discussed the

coded segments to draw conclusions.

3.6. Results

Table 3.3 presents the questionnaire results. As explained in Section 3.5.3, we consider the
rationale as important to a given group of architects if it was indicated but at least 20% of them.
Additionally, we focused on software quality attributes that were mentioned by less than 5% of

the participants and the variation in rationale prioritisation in different groups of participants.

3.6.1. RQ1 & RQ2: Most frequent rationales and prioritised software quality attributes

The rationales that most frequently occurred in the questionnaires (over 20% of participants)

were:

42
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Code Description Number Number of
of  occur- | interviews
rences where code

occurred

EX Perspective/performed tasks change with | 58 13

the developer’s experience

CLNT Recognising client’s needs, focusing on | 31 12

the client’s benefit.

EASY Participant mentions how important ease | 28 13

of use for development/maintenance is in
the project

FUT Thinking about what effects the choice | 29 12

will have for the project

D Focusing on the deadline/ how much time | 23 9

something will take

FAM Choosing something based on one’s famil- | 25 9

iarity with it
IMP The rationale was omitted because it is | 18 9
"obviously’ important

EMP Thinking how the choice will impact other | 15 10

people

CR Focusing on personal growth 15 8

OUTDATED | The rationale does not require much | 13 8

thought because it is handled by newer
technology

NEG The participant disagrees with other practi- | 11 7

tioners’ opinions (from the questionnaire)

EDU Described behaviour is an effect of educa- | 10 7

tion

RARE The participant considers something as | 9 5

niche or unimportant
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Table 3.3. Questionnaire results. ISO/IEC 25010 quality attributes are marked by a bold font.

Sum Beginners Mid-career Experienced
No. | Rationale category Participants | Colleagues | Participants | Colleagues | Participants | Colleagues | Participants | Colleagues
1 Ease of use for development 23 11 16 7 2 0 5 4
2 Maintainability 15 2 12 1 2 1 1 0
3 Performance 14 6 13 6 0 0 1 0
4 Prior knowledge/experience 14 14 11 9 1 2 2 3
5 Time/deadline 12 8 10 6 1 0 1 2
6 Reliability 10 4 6 3 2 1 2 0
7 Development Project Environment 9 2 4 1 3 1 2 0
8 Cost 8 9 5 7 1 0 2 2
9 Popularity 8 8 7 5 0 1 1 2
10 | Scalability 7 3 4 3 2 0 1 0
11 | Business/customer requirements 7 5 4 4 1 0 2 1
12 | Documentation 6 4 6 4 0 0 0 0
13 | Usability 5 0 3 0 2 0 0 0
14 | Security 5 2 3 2 2 0 0 0
15 | Aesthetics/UX 5 2 1 1 2 0 2 1
16 | Fit with existing systems/project 5 7 4 4 0 1 1 2
17 | Decision-making methodology 5 4 0 0 2 1 3 3
18 | Testability (simplicity of writing tests) 4 0 3 0 0 0 1 0
19 | Level of complexity of the problem/system 4 1 4 1 0 0 0 0
20 | Expertise of more experienced colleagues 4 1 4 1 0 0 0 0
21 | Functional Suitability 3 1 2 1 0 0 1 0
22 | Availability of packages 3 0 1 0 0 0 2 0
23 | Team members’ preferences 3 4 2 4 0 0 1 0
24 | Portability 2 2 2 1 0 0 0 1
25 | System life expectancy 2 0 0 0 0 0 2 0
26 | I want to add new skill to my resume 2 1 2 1 0 0 0 0
27 | Compatibility 1 2 0 0 0 0 1 2
28 | Return on Investment (ROI) 1 1 1 1 0 0 0 0
29 | Market expectations 1 0 1 0 0 0 0 0
30 | Available human resources/money 0 4 0 2 0 2 0 0
31 | Bus factor 0 1 0 1 0 0 0 0
32 | “It works so I should use it” 0 1 0 1 0 0 0 0
33 | My colleagues have the same rationales as me | 0 19 0 13 0 4 0 2
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1. “Ease of use for development” was the dominant rationale for almost all groups of
participants. Over 40% of the beginner and expert groups believed that it was important.
However, this was not the case for mid-career practitioners, where only 15% mentioned
this rationale.

2. The quality attribute of ‘“Maintainability’’ was the second most often indicated rationale,
which was mentioned by 24% of the participants. This was due to the beginners’ insistence
that this rationale is important (30% of them), though it was not similarly prioritised by
mid-career practitioners (15%) and experts (8%).

3. Both the quality attributes of “Performance’ and ‘‘Prior knowledge/experience” were
mentioned by the same number of practitioners overall (22%). “Performance”, similarly
to “Maintainability”, was important to beginners (33%) but not to mid-career (0%) and to
expert practitioners (8%). “Prior knowledge/experience’ of the solution, in the same way
as “Ease of use for development”, was prioritised by both beginners and experts (over

20% in both groups) but not by mid-career practitioners (only 8%).

Rationales that were overall mentioned by less than 20% of the participants but were important

for a particular group of practitioners (over 20% of that group):

1. “Time/deadline” is a rationale that was mentioned by 26% of beginners but less often by
mid-career and expert practitioners (8% in both groups).

2. “Development Project Environment”, which refers to various aspects of management and
organisation of development project (e.g. company standards, client specifics) or current
possibilities (available technologies), was important to mid-career practitioners (23%) but
less so to beginners (10%) and experts (16%).

3. A “decision-making methodology” was by experts (25%) but only a few mid-career
practitioners (8%) and no beginners.

Three software quality attributes were mentioned by less than 5% of the participants: Com-
patibility (1 participant), Portability (2 participants) and Functional Stability (3 participants).
Finally, when asked about their colleagues’ rationales, most participants wrote unprompted
in their questionnaires that their colleagues are motivated by the same rationales as they
are themselves (30%). These were not cases of copying the same answers from one question
to another but literally writing a statement about one’s colleagues. This answer dominated the

beginner (33%) and mid-career (31%) groups but occurred less frequently in the expert group

(17%).
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3.6.2. RQ3: Rationales’ origins

By analysing the interviews, we found a key set of rationales’ origins. Some rationales and

rationale origins may slightly overlap (e.g. “Time/deadlines” rationale and “fear of deadlines”

rationale origin). This was the case when participants listed both a rationale in the questionnaire

and a rationale’s origin in the interviews. The rationale’s origins include (number of code

occurrences overall/number of interviews where code occurred):

1. Practitioner’s experience(58/13): The primary origin of the practitioners’ rationales were
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their previous experiences. Beginners had limited experience, and to avoid the risk of
not performing their duties efficiently, they preferred the solutions which they had used
previously - because of that, “Ease of use for development” and “Prior knowledge” turned
out to be the prevailing rationale for them. As one of the participants stated: “(...) [junior
developers] are such fresh people, it is certainly much more convenient. Because, well,
since it’s easy to learn something [how to use a solution], it’s easy to reach the right level
quite quickly.”

Experts with significant experience also prioritised these rationales but for different reasons
— they already had knowledge that they were confident in, so they did not feel the need to
try new solutions and leave their comfort zone, e.g. “Maybe more experienced people who
worked a long time with a certain technology change it less often than people who are just
entering the IT market (...), but feel comfortable with certain technologies and have been
comfortable working with them for many years.”

The exception to this effect were mid-career practitioners who were most likely to possess
the knowledge and willingness to discover new solutions. As a participant said: “Maybe the
moderately experienced people are neither those very experienced people who have been
working in a particular technology for a longer period of time, but those who change it more
often and maybe they see that it is not that difficult, they are used to changing technologies.”
The practitioner’s experience influence was also crucial for choosing the “Time/deadline”
and “decision-making methodology” rationales. Beginners feared the possible consequences
of missing a deadline more than other practitioners. Hence, they indicated the “Time/dead-
line” rationale more frequently than more experienced architects, e.g. “People with more
experience are more assertive when it comes to deadlines and are able to say ‘no” when

they know that it is simply impossible to do something in a certain time, and those with less
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experience may also not be so sure that this is the moment that it is worth saying 'no’ and
not doing something, they are afraid of the deadline.”

However, using a “decision-making methodology” as their rationale’s foundation was only
possible to experienced practitioners due to their greater knowledge, e.g. “ (...) we [the
architects] are just getting used to such methodologies, acquiring them, so we will only use
them after some time.”

. Client focus (31/12): Various rationales originated from the endeavour to meet the client’s
needs. Practitioners often prioritised “Ease of use for development” and “Time/deadline”
rationales because they strived to deliver new functionalities to the client as soon as possible,
e.g. “(...) recently there has been a lot of emphasis on time to market and deadlines for
implementing individual functionalities, which are usually short.”

Similarly, the “Development Project Environment” had to be considered to satisfy the
client’s needs. Even if two projects appeared to be the same, the environment often made a
difference in its development. As one participant stated: “Otherwise, seemingly the project
sounds the same, but in practice, the client often wants something completely different than
the previous one.”

Additionally, “Performance” was seen generally as a key software quality attribute from the
client’s perspective, since weak software performance (software freezes, long waiting times,
etc.) was seen as very problematic to the clients, e.g. “(...) usually the performance of the
system is related to the comfort of use, so it seems to me that this is also the reason why
performance is an important criterion.”

. Making one’s life “‘easy’ (28/13): Generally, practitioners choose solutions that they
believed would make their work as effortless as possible. This was not only related to
the “Ease of use for development” rationale but also “Prior knowledge” (the source of
information about what is “easy”) and “Maintainability” (minimisation of future work).
As one participant stated: “Some developers are lazy, which means that solutions that are
easier to maintain often scale easier and perhaps require less work or less mental effort to
add a new feature or to fix a bug.”

. Thinking of the project’s future (29/12): In general, practitioners were aware of the
software life-cycle and knew that “Maintainability” could impact the amount of effort they
would have to put into maintaining the system in the future. However, “Ease of use for

development” was also a rationale impacted by this factor. Practitioners believed that if it
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is easy to use a given solution, it will also be easier to find, hire and train new employees
that would work on the project in the future, e.g. “(...)the ease of training new employees to
work, whenever the software is easier to develop and is based on popular technology or the

code is transparent, it is easier to introduce someone new here.”

5. Fear of deadlines (23/9): The fear of missing a deadline had a major impact on beginner
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practitioners. This was not the case for mid-career and expert practitioners since they
already had experiences with missed deadlines in their careers and had the capacity to
imagine how such a situation could be handled. For example: “I think it’s because the more
experienced ones, I also know that this is how managers and programmers work, as well as

project managers, that they know that this deadline is set with some reserve.”

. Familiarity with a particular solution(25/9): Prior experience with a particular solution

was the main source of architectural knowledge. Since it is rarely possible to explore
all the possible alternatives, prior experiences are the primary source of information, e.g.
“Architecture, all engineering, in general, is based on experience, and experience means
things that we brokne in previous designs, in previous products. And on this experience,
which looks so negative, but is nevertheless building our knowledge, we base what we

create in the future.”.

. “Obviousness” (18/9): In the case of the “Functional Stability” quality attribute, some

practitioners expressed the opinion that the importance of this rationale is simply obvious,
and as such, there was no need to mention it in the questionnaire, e.g. “It’s [Functional
Stability] also so mundane and part of such day-to-day work that maybe we don’t tie it to

the architecture.”.

. Empathy (15/10): “Ease of use for development” and ‘“Maintainability” were often priori-

tised because of the practitioners’ awareness that their colleagues will have to maintain and
further expand a system in the future, e.g. “It should be done in such a way that I would
not hurt myself or that it would not be painful for my colleagues to maintain. I see in this

perhaps some form of empathy.”.

. Personal growth (15/8): Mid-career practitioners did not prioritise “Ease of use for devel-

opment” and “Prior knowledge” rationales, as beginners and experts did. Our participants
pointed out that mid-career practitioners are in a specific professional situation where they
can already feel confident in their basic knowledge (unlike beginners) but strive to learn

about new solutions to further develop their careers (unlike experts). As one participant
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10.

11.

12.

3.7.

stated: “(...) resume driven development, i.e. we choose those technologies that will look
nice in the CV, or that will make us learn something.”.

New technology handles the problem (11/7): In the case of the “Compatibility”, and
“Portability’ quality attributes, practitioners believed that new technologies already solved
most problems related to these rationales. In the case of “Compatibility”, currently, existing
standards are widely used, and compatibility problems are rare. As a participant stated:
“(...) because everything is somehow compatible with each other, only a matter of certain
calling some services(...)".

Similarly, the widespread use of virtualisation and containerisation solved most problems
with “Portability”, as a participant stated: “(...) because practically everything can be
uploaded, containerized”.

Practitioner’s education(10/7): “Performance” was stated to be a rationale prioritised
by beginner practitioners that recently finished their degrees in a field related to Software
Engineering. This was due to the focus on the use of optimal data structures and algorithms
during their studies, e.g. “(...) during studies and in earlier educational programming, a lot
of emphasis was placed on making these solutions work quickly. I even had one subject
where we were judged on how many minutes it took to run a program, so it stuck in my
head a bit.”.

Perception of the quality attribute as unimportant(9/5): Some participants stated that
in the case of the projects that they worked on, “Compatibility” and “Portability” quality
attributes were not important. For example, the project was targeted to work on a very
specific platform, as the participant stated: “(...)projects are created, for specific hardware

or for specific platforms, not multi-platform solutions.”

Discussion

Two top rationales that were not quality attributes were “Ease of use for development” and

“Prior knowledge / experience”. This result is similar to the findings of Miesbauer et al. [85] and

Weinreich et al. [84] who found that the most influential rationale was “Personal experience /

Preferences”. This implies that the current trend of researching human factors in ADM [83] [88]

is appropriate for further understanding and improving ADM. To be more specific, it seems that

practitioners prioritise minimising their own and their colleagues’ workload, both in the short

and the long term. This fits with the principle of “Simplicity — the art of maximising the amount
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of work not done” [102] from Agile software development. However, if done inappropriately,
this can lead to consequences such as incurring architectural technical debt [103].

The quality attributes of “Maintainability” and “Performance” were perceived as the most
important out of the set of ISO 25010 software quality attributes [90]. This matches the findings
of Bi et al. [86] who found these to be the most often discussed quality attributes in the context
of architectural patterns. We further explain this phenomenon since we found that beginner
practitioners emphasise these rationales more than experts. In the case of “Maintainability”,
it seems that they wanted to avoid their own future workload, which may be perceived as an
intimidating perspective. In the case of “Performance”, beginners followed the knowledge
acquired during their formal education and the emphasis of scholars on algorithmic efficiency.

Additionally, we found that practitioners in general do not put an emphasis on the quality
attributes of “Portability” and “Compatibility”. Modern technologies deliver solutions that
well-address both these issues. In the case of “Portability”, there are many efficient tools that
resolve such problems: virtualisation, containerisation or frameworks for building multi-platform
applications. Furthermore, in some fields (like developing console video games), the hardware
on which the software will be run can be accurately predicted. Challenges with “Compatibility”
have been overcome mostly through the standardisation of the technologies used by practitioners;
for example, in the case of web applications, a REST API between the front-end and back-end
layers is a predictable solution that most would choose by default.

Finally, we discovered that depending on experience level, practitioners have a significantly
different mindset when it comes to ADM. Beginners are greatly influenced by a fear of the
unknown: they fear that it would be too hard to develop the software, or to maintain it later,
to learn new solutions during the projects, and the consequences of unmet deadlines. Experts
experience less fear of deadlines but put an emphasis on ease of development to make their
colleagues’ work easier and feel comfortable with their current practices. They were also the only
group to use any decision-making methodologies, which they found natural if they gained enough
knowledge. Lastly, mid-career practitioners are the most open to learning about new solutions
and attempting not to use ones that are not considered “easy”, to create bespoke solutions that

would fit their clients the best.
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3.8. Threats to validity

In this Section we describe three main kinds of threats to validity [98]:

Construct Validity To find the participants’ rationales for architectural decisions, the possible
methods of enquiry are either methods based on self-reporting or observation of the participants’
work. We have chosen self-reporting methods (questionnaires and interviews) since that enabled
us to obtain data from a greater number of practitioners. However, it is still possible that the
participants’ actual rationale may differ from those that they reported. For example, they may be
impacted by cognitive biases [104] that they are not aware of.

Internal Validity To maximise the internal validity of our findings, the coding of the transcripts
was always done independently by two authors. Then, both discussed the coding until they
unanimously agreed on all codes. This was done to minimise the impact of the researcher’s bias
on the findings. However, it is possible that factors that we did not consider could play a role in
practitioners’ approach to decision-making, such as their company’s size or domain.

External Validity We used convenience sampling since it is an extreme challenge to obtain a
random generalisable sample of software practitioners. However, we strived to overcome this by
providing data source triangulation [98]: we searched for participants from three different sources
(two in-person events and one on social media). This resulted in a varied group of participants.
Though, worth noting is that the sample may be biased towards less experienced practitioners, due
to the majority of participants having less than 4 years of professional experience. Additionally,
since our results partially match results from previous studies [84] [85] [86], it seems that our

sample was big enough to give us outcomes also noticeable to other researchers.

3.9. Conclusion

In this study, we performed a mixed methods two-step empirical inquiry into the practitioners’
rationale behind their architectural decisions. The three main contributions of this study are as
follows:

1. Alist of the most impactful rationales that influence practitioners’ architectural decision-making;

2. An exploration of these rationales’ origin;

3. The finding of how a practitioner’s experience has a significant impact on how they make
architectural decisions.

Future research could employ different research techniques to further confirm or disconfirm

our findings. A survey on a random generalisable sample would be beneficial, as well as
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observational studies on practitioners that would explore their decision-making in real-time.
In accordance to our findings, since experience level seems to be a major factor shaping who
architects make their decisions researchers should take it into account during future research on
ADM.

Practitioners could benefit from our study by understanding better the way they and their
colleagues develop software architectures. The observation on the influence of experience on
ADM should also be reflected in shaping a team’s structure, e.g. it would be prudent to focus
on having mid-career (between 5 and 14 years of experience) practitioners in their teams when

working on an innovative project.
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4.1. Preface

This article was the first published from all the papers presented in this thesis. The inspiration
to do this research comes from Kahneman’s classic book "Thinking, Fast and Slow" [11] and the
few existing pieces of research on cognitive biases in architectural-decision making at that time
[22] [77].

Having basic knowledge about cognitive biases, we designed a simple workshop to gather
data from 14 practitioners about their experiences with possibly biased architectural decisions.
The main steps of the workshop were explaining the theory behind cognitive biases, gathering a
list of experiences in which participants believed a bias occurred (without naming the specific
bias), and having the participants rate how often such occurrences happened.

During analysis, we matched the participants’ stories with bias definitions and identified a list
of cognitive biases that impacted architectural decision-making. Additionally, we ranked how
often they occurred using the participants’ ratings. Finally, we analyzed how these biases may
interact with each other and various real-world software development factors.

So far, this work, in particular, has impacted software architecture research - to this day, it
has been cited 31 times, according to Google Scholar. Its main value lies in giving researchers a
specific, ranked list of biases that they should consider in the context of software architecture.
Previous work provided examples of biases impacting architectural decision-making, yet none
were gathered in such an organized manner. This list provides a cornerstone that allows the

next research steps to progress.
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4.2. Abstract

The research carried out to date shows that architectural decision-making is far from being
a rational process. Architects tend to adopt a satisfying approach, rather than looking for the
optimal architecture, which is a result of many human and social factors. The results of a
workshop, carried out with 14 software engineering practitioners show that cognitive biases are
commonly present in architecture decision-making. A systematic approach to analysing the
influence of biases on decision making has been introduced. Twelve cognitive biases identified
during the workshop were analysed with regard to the elements of the decision-making context
that affected the aspects of architectural decision making. Finally, we analyse the interactions

between cognitive biases and the conditions of real-world software development.

4.3. Introduction

The concept of architectural decisions enables the design rationale and architectural knowledge
to be captured, but equally important is the focus it places on the act of deciding on software
design [6]. This has shaped anew our perception of software development as a decision-making
process, and triggered research into its nature.

The research on how architectural decisions are made revealed that, despite the intrinsic
complexity of architecting, architects as decision makers remain normal human beings: their
judgement is more often bounded rational than fully rational, which is a result of the inherent
properties of the human mind.

As normal human beings, architects are subject to cognitive biases [105]. This exploratory
paper, which has been motivated by the outcomes of a work-shop carried out with 14 software en-
gineering practitioners, investigates how cognitive biases influence architectural decision-making.

Our research focuses on answering the following research questions:

e Are biases in architecture decision making commonly observed by software engineering
practitioners?

e What are the most significant cognitive biases that influence architecture decision making?

e Which of these biases result from cognitive biases inherent to the conditions of the human
mind?

e Which elements of the decision-making context can bias architects’ decisions?

e Which aspects of architectural decision making are influenced by the biases that have been

identified?
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e How do practical conditions influence the extent of the influence of the biases on architec-

tural decision making?

The research presented in this paper shows that biases are commonly observed by software
practitioners (Section 4.5). In order to capture how cognitive biases influence architectural
decision making, we propose a model comprising contextual factors that are transformed by
the biases into influence on the identified aspects of the architectural decision-making process
(Section 4.5.2). The identified cognitive biases are presented and discussed according to this
model (Section 4.5.2). The ways in which the practical conditions of architecture decision
making affect the ‘mechanics’ of biases’ influence is presented in Section 4.6. The discussion of
the findings (Section 4.8) is presented in Section 6, the summary of the paper and the research

outlook in Section 4.9.

4.4. Related Work

The social and human factors in software engineering have been studied since the advent of
software engineering as a scientific discipline — compare reports from NATO conferences from
1968 and 1969 [106], [107]. Probably the earliest observation of the influence of social factors
on software architecture is the now famous Conway’s law [107].

The research on cognitive biases was pioneered by Tversky and Kahneman (e.g. [105], [108],
[10]), and the latter was awarded a Noble Prize. Their research has been later extended by many
researchers, e.g. [109], [42], [110]. Kahneman and Renshon [111] define cognitive biases as
“predictable errors in the ways that individuals interpret information and make decisions”.

The dual process theory, as stated by Kahneman [105], is one widely known and accepted in
psychology and helps to explain the mechanisms of the human mind. According to the theory,
our thoughts are controlled by two parallel systems: System 1 and System 2.

System 1 controls the part of our mind that is fast, runs effortlessly, and completely out of our
control. It is very useful, letting us, for example, instantly react to danger and save our lives in a
dire situation. Sadly, its associative nature may make our line of thought illogical, often creating
associations where there are none. System 1 is unable to process rule-based logic, and thus does
not always perform well.

System 2 is the complete opposite of System 1. It is slow, requires a great amount of conscious
effort to use, and is very logical. Since the use of System 1 is something unavoidable, System 2

serves the purpose of correcting the premature conclusions of System 1, but only if we put effort
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into it. It is when this correction does not happen, or is not strong enough, that cognitive biases
occur.

The process of architectural decision making has been thoroughly investigated by Zannier et
al. [112] in 2007. Their research shows that architects use naturalistic (looking for a satisfactory
solution) or rational decision making (looking for an optimal solution). The naturalistic approach
is common for poorly-structured problems, while the rational one for well-structured problems.

In 2015, Tang and van Vliet observed [113] that most architects need only a few reasons
before concluding a decision, which is a result of satisficing behaviour of naturalistic decision
making.

The research record on the role of biases in software engineering in general, and in software
architecture, is rather small. Tang and van Vliet, in 2016 [19], indicate only a couple of papers
that can be related to the role of biases in design processes. They show some examples of
anchoring, framing and confirmation biases in software engineering, and conclude that “biases
do play a role; and we probably cannot fully prevent them from occurring; they are simply too
human.”

The research presented in this paper aims to expand upon these observations, and to systema-

tise the way we analyse how cognitive biases influence architectural decision making.

4.5. Investigating Biases in Architectural Decision Making

4.5.1. Workshop on Biases in Architecture Decision-Making

Fourteen software engineering practitioners with a wide variety of professional experience
(8 novices — 1-2 years of experience and 6 experts with at least 10 years of experience) were
gathered on a workshop. The purpose was to gather data about biases that may have an influence
over the process of software development and sort out those that affect architecture-decision
making. A few days before the workshop, participants were provided with a list of 105 cognitive
biases with their definitions and examples that purposefully were not connected to software
architecture. They were supposed to get acquainted with them as a form of preparation. The

workshop agenda was as follows:

e Short presentation on cognitive biases — the notion of ‘cognitive bias’ was explained
and most important biases, such as Anchoring [10], the Bandwagon Effect [109], the

Dunning-Kruger Effect [114] and the Law of the Instrument [115], were discussed;
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¢ Poll of the participants — they were asked to write down any examples of bias-es that they
could have observed from their previous projects;

e Survey and an open discussion on biases indicated by the participants, aimed at improving
the understanding of people’s statements;

e Rating of the biases - each participant was asked to rate the frequency of cases when they
experienced the effect of every cognitive bias listed (on a scale from O to 3, where 0 means
something that was never observed, and 3 means an often experienced phenomenon);

¢ Identifying related cognitive biases;

e Wrap-up and conclusion.

4.5.2. Influence of Cognitive Biases on Architecture Decision-Making

Expanding on the workshop results, we discussed and analysed the identified biases in order
to identify how they influence the decision-making process. As a result we developed the model
presented in Fig. 1.

Fig. 1 shows that cognitive biases subconsciously influence the decision-making process by
associating some contextual factors with a given architectural problem. These factors usually
have no connection, or just a limited connection, with the analysed issue itself. The biases include
these factors into the decision-making process and alter the critical aspects of the decision-making

process. Analysing the biases on the basis of our experience we identified sets of:

e contextual factors affecting architecture decision making, for example: form of presentation,
architect’s beliefs, “topics of the year”, time spent on a given design, order, etc. — for a
complete list see Table 4.2, Column (3).

e aspects of architecture decision-making process affected by the biases, for example such ar-
chitect’s preferences (expressed by a decision’s rationale), scope of considered architectural

issues, etc. — for a complete list see Table 4.2, Column (4).

Below we describe and study in a greater detail the cognitive biases indicated in Table 4.1.

Framing Effect. The example that achieved the highest average rating in the experiment
was representative of the framing effect. The bias itself happens when information is judged
differently on the basis of how it was presented. This effect was examined thoroughly by Tversky
and Kahneman [108]. In the course of their research, they discovered that slight differences in

the formulation of the choice problem may significantly impact decision making.
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Table 4.1. Biases relevant to architecture decision making indicated by the workshop participants

Reported Bias Related cognitive | Average

bias Frequency
Assessment

Judging the quality of a system by the form of its | Framing effect 2.58

presentation by marketing specialists.

Estimating the time needed to complete a task wrongly, | Confirmation bias | 2.33

because of the expectations placed on the development

team by the client, rather than the true complexity of

the problem.

Excessive overvaluation of a solution that we created | IKEA effect 2.33

ourselves.

Spending long hours on meetings discussing trivial | Parkinson’s Law | 2.25

problems (like whether we should use spaces or tabs | of triviality

in our code) instead of truly important ones.

Insisting on continuing using certain COTS despite the | Anchoring 2.25

long record of errors

Errors created by miscommunication between the tech- | Curse of knowl- | 2.16

nical staff and a client, because of them having a com- | edge

pletely different background.

Focusing mainly on a set of standards, believing that | Anchoring 2.16

if they are met, then the quality of the product will be

good.

Belief that "new is better". Quick abandonment of | Pro-innovation 2.08

old tools and technologies while they are still properly | bias

working.

Dismissing serious issues as trivial, without any further | Parkinson’s Law | 2.08

thought. of triviality

Evasion of solutions that were not used previously in | IKEA effect 2.00

our industry.

Underestimating a problem by assuming that it could | Planning fallacy | 1.91

be solved by "writing some code", even with no de-

tailed plan of the implementation.

Wrongly assuming that a solution found on the web is | Bandwagon effect | 1.83

correct and appropriate for our problem, especially if

it is popular.

Avoidance of redoing work on a system that was al- | Irrational escala-| 1.75

ready done — even if it was done poorly. tion

Being unable to admit that there is an error. Logic | Anchoring 1.75

similar to "it’s not a bug, it’s a feature".

Applying the design patterns that we know everywhere | Law of the instru- | 1.66

- even if it’s not the best solution. ment

Underestimating the possible load put on a system. | Optimism bias 1.66

Guessing without any evidence to support our claims.

Focusing only on hardware when solving optimisation | Anchoring 1.36

problems.
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Figure 4.1. How biases influence architecture decision making

The exact scenario that the workshop participants pointed at was that software products are
often purchased not on the basis of their quality, but of the way they are advertised, for example:
properly advertised products (like COTS) are more likely to be chosen, even if they are less
suited to the needs of the project. The framing bias affects mainly architect’s preferences, scope

of considered architectural issues and alternatives.

Confirmation Bias. Another widely appearing case is an example of conformation bias. Con-
firmation bias itself, as stated by Nickerson [116], is a natural tendency to look for evidence
supporting our claims, because we believe that this is an effective way of showing what is right,
if it really is right.

The subjects linked the wrong estimation of the time needed to complete a project with their
superiors’ (or clients’) expectations. Concerning architectural decision making, it is easy to
observe a tendency to look for arguments confirming our beliefs that certain solutions are better
than others. Believers of micro-services would always find evidence to confirm it is a best choice.
In order to confirm their beliefs, architects may narrow the scope of considered architectural
issues, requirements and alternatives. Such an architect would prefer to choose the options,

which comply with his beliefs.

IKEA Effect. Easily associated with the phenomenon of the globally-known producer of

ready-to-assemble furniture — the IKEA effect is one that makes us biased when it comes to
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items we have created or assembled ourselves [117]. What makes the furniture bought in IKEA
so special, is that when you assemble it yourself, the false belief that it’s worth more than you
paid for it is created. All because you had to put your own time and effort into it. A similar effect
can be observed in almost every domain, not only the furniture business. When comparing to the
products of our competitors, even if they are renowned professionals in their field, we are easy to
prey for the unstoppable gut feeling that our creation is the best.

The participants also pointed to the reverse form of this effect — that we tend to avoid solutions
that have not been yet used in our industry, thus boxing our-selves in a small pool of alternative
choices. It is a popular phenomenon that authors of a given system (application etc.) are rather
reluctant to replace it even if a definitely better one is currently available. This will certainly

narrow the set of considered alternatives and obviously affect architect’s preferences.

Parkinson’s Law of Triviality. According to Parkinson’s Law: "work expands to fill the time
available". This unavoidable effect rules over most workplaces, although most managers would
prefer to overlook it. Parkinson’s Law of triviality is a narrower version of Parkinson’s Law
stating that we spend an enormous amount of time debating over trivial unimportant issues [118].

Most of our subjects had the unfortunate displeasure of taking part in meetings that seemed to
be endless and led to nothing. Although wasting time does not have to lead to wrong decisions
by itself, it does shorten the time available to resolve more complex issues. This may result in
‘system 1’ being used to resolve the crucial problems instead of ‘system 2’. This may indirectly
affect all the aspects of architectural decision making. Anchoring.

The effect of anchoring is created by the way in which the human brain estimates probabilities.
Naturally, we tend to cling to the first fact that comes to our mind when contemplating an issue.
This means that the first piece of information we obtained, or one that we have a particularly fond
memory of, heavily influences decision making [10]. When "anchored’ to an idea, it becomes
hard to notice different solutions, and even if we do, it is very unlikely that we will choose them.

Although examples of the anchoring effect were rated very differently by the participants,
it is worth noting that this was the bias for which they found the greatest amount of examples.
Anchoring seems to have an influence over almost every kind of decision: hardware, technologies,
design and even implementation. It influences mainly architect’s preferences but also possibly

the scope and perception of importance of requirements.
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Curse of Knowledge. We may be put in a situation when we have to communicate with someone
of a completely different background, or with a different level of experience, or even simply
someone younger than us. We fall prey of the curse of knowledge, if at some point we falsely
assume that the other side possesses the same knowledge that we have about any kind of issue.
This may be more apparent in contacts be-tween children and adults, when the young ones find it
hard to grasp concepts that are new to them, but adult relations are not free from this effect [110].

The curse may cause misunderstandings at any level of human interaction, which is especially
crucial when understanding the requirements of our client and choosing appropriate solutions for
their problems. Team members with different experience levels can also be influenced when an
issue is not explained properly, they can misunderstand the way in which their tasks should be
handled. Therefore, the curse of knowledge bias influences the scope of requirements and the
architect’s perception of their priorities, as well as scope of considered architectural issues and

alternatives, and as a result this may also alter architect’s preferences.

Pro-innovation Bias. The false belief that innovation should always be adopted is what we
call the pro-innovation bias [119]. Humans naturally have a positive attitude associated with
innovation. However, it does not mean that innovation should always be pursued.

The pursuit of a novel solution is not always necessary; sometimes it may even be harmful.
What needs to be taken into account is the high risk of every innovative project. If a stable and
reliable system is to be created in a reasonable time-frame, usually innovation should be avoided.
As one of the subjects pointed out, it is not always the case that potentially high rewards await
those that successfully bring new ideas to life. Relating these observations into architectural
decision making, we observe that pro-innovation bias means that innovative design alternatives

are considered and preferred.

Planning Fallacy. The planning fallacy is the tendency to underestimate the time required to
complete a task. Interestingly, it seems to affect the individuals who are supposed to complete
the tasks more than observers — of course, if they have information about the individuals’ past
performance [42].

This cognitive bias has a great influence over the planning phase of any project. The amount
of information needed to avoid it is so big that it is almost impossible to process it, especially if

a problem is complex.
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Although various methodologies have their ways of soothing this problem (e.g. Planning
Poker in Scrum), there are almost none that can prevent it on the early decision-making level.
Let us also observe that the planning fallacy may affect the preferences of an architect who may

choose solutions which are more difficult to implement than he thought when making a decision.

Bandwagon Effect. The bandwagon effect is a universal phenomenon that appears in almost
any domain where human beings are given a choice. People naturally want to wear, buy, do,
consume and behave like their fellows, thus becoming part of a group [109]. This results in
popular choices and popular decisions becoming even more popular.

The danger this bias poses should not be downplayed — it puts our mind in a small box,
limiting our possibilities and potentially forces bad decisions on us. Especially in cases of
pressure from higher-ups to solve a problem in the way they wish us to. In some cases even,
due to the organisation culture in a company, it may even be impossible to have any influence
on this kind of decisions, which could result in choosing solutions being very far from perfect.
Therefore the bandwagon makes an architect to prefer the same solutions that have already been

widely accepted by a similar organisations, by an industry branch or our community.

Irrational Escalation. Irrational escalation takes place when one continues to commit to an
initial course of action, even if it is obviously no longer the most beneficial choice [120].

As the participants noticed, this may affect performance when old technologies, code or
components that are unfit for the task, are forced on us. Often these old products should have
been abandoned long ago due to their doubtful quality, but since at some point they were invested
in, there is a stubborn reluctance to let go of them. Irrational escalation means that architect gets

fixed on an existing solution.

Optimism Bias. We do not usually assume failure before trying something. Most healthy
people’s brains are hardwired that way [121]. When writing his example, one of our participants
told us a story where a client he worked for judged how many mes-sages his system would
have to handle daily. Unfortunately, in reality, the estimated value turned out to be a hundred
times too low, which triggered later multiple serious issues. As this example shows, being
overly optimistic can hurt badly not only planning, but the architected system’s quality as well.

Architect’s optimism can potentially influence all the aspects of architectural decision-making.
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Law of the Instrument. Known in software architecture as the Golden Hammer anti-pattern
[115] - when a single technology or design pattern is used in every possible place. This obviously
results in the creation of numerous inefficient and mismatched solutions. The bias experienced
here may simply be a symptom of the lack of necessary skill or knowledge that forces us to use
well-known solutions. Such cases were pointed out by the participants of the workshop.

Furthermore, there is one more scenario that requires further consideration — does spending
money on a technology in the past force us to use it? This seems to be the case in many big
companies, where decisions to invest in expensive technologies are often made independently of
the technical context of specific projects.

The above findings have been summarised in Table4.2. Note that in Column (3), only the
most important factors influencing the decision making have been listed. Naturally, there are
numerous other factors that may modulate (magnify or diminish) the influence posed by a give

cognitive bias, for example the architect’s knowledge/experience, organisation’s culture

Table 4.2. Influence of cognitive biases on architecture decision making

Bias (1) Description (2) Main contextual factors | Influenced aspects of

that influence architect’s | architecture decision

judgement (3) making (4)

Framing effect Drawing different | Form of presentation Architect’s pref-
conclusions from erences, scope
the same informa- of considered
tion depending on architectural issues
the form of pre- and alternatives

sentation [108]

Confirmation bias | Focus on search- | The architect’s beliefs | All the aspects.
ing for facts that
confirms one’s be-
liefs, while ignor-

ing opposing in-

formation. [116]
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IKEA effect

Overvaluing

items that were
created or
assembled by us

personally. [117]

Who was the author of a
given design; time spent

on a given design.

Scope of considered
alternatives, prefer-

ences.

Parkinson’s Law

of triviality

Focusing  time

and effort on

trivial  matters
while often
omitting the truly
important

[118]

ones.

None.

All the aspects.

Anchoring

Relying on one
piece of informa-
tion more heav-
ily than any other,
usually on the first
one that we were

exposed to. [10]

Order of obtaining infor-

mation.

Scope and percep-
tion of importance of
considered require-

ments; preferences.

Curse of knowl- | When individuals, | The knowledge, experi- | All the aspects.
edge due to having a | ence and background of
different level of | the stakeholders.
knowledge, inter-
pret facts differ-
ently.[110]
Pro-innovation An overly opti-| The architect’s state of | Preferences, scope
bias mistic approach | mind with respect to in- | of considered alterna-
in adopting in- | novative solutions. tives.

novative solutions.

[119]
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Planning fallacy

Underestimation
of the time it will
take to complete

a task. [42]

Problem complexity

Preferences

Bandwagon effect

The phenomenon
of people more
likely adapting
ideas/buying
products that
have already been
widely accepted.

[109]

Existing widely

accepted solutions.

Preferences

Irrational escala-

tion

Continuing  an
action/invest-

ment, because of
a similar prior
one, even if the
previous one
turned out to be
a wrong decision.

[120]

Existence of an initial
solution, course of ac-
tion contradicting the
use of an initial solu-

tion.

Preferences

Law of the instru-

ment

Using a tool/skill
that you possess
everywhere, even
in contexts where
it is not appropri-

ate. [115]

Architectural solutions

focal for an architect.

Scope of considered
alternatives, prefer-

ences.
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Optimism bias Overestimating The architect’s state of | All the aspects
the  probability | mind.
of favourable
outcomes of our

decisions. [121]

4.6. Cognitive Biases in the Practical Conditions of Architectural Decision Making

Having established that cognitive biases are a common phenomenon in architecture deci-
sion making, we explore real-world factors that can influence their manifestation or affect the

magnitude of their influence on architecture decision making.

Biases and Time. Cognitive biases are an integral element of human nature. They have been
shaped by the evolution of the human mind, and as such are a result of the adaptation to the
conditions of the environment. Although they possibly distract architects from crafting a fully
rational, thoroughly deliberated design, they potentially enable the qualities desirable by today’s
hectic software industry: rapid architecting and quick response to changes or emergencies.

As the “need for speed” concerns more and more software engineers, the role of System 1
will certainly be increasing at the cost of diminishing the role of System 2. It means that even
more decisions will be made intuitively without a thorough deliberation. This may substantially
hinder the quality of a software architecture. At the same time, architecting efficiently under
the pressure of time is something very desirable in the frenetic software industry, as well as in
emergency cases.

It seems that there are two basic ways of addressing this challenge:

e Applying debiasing techniques — this seems to be generally difficult, as the main factor
limiting rational judgement is the lack of time and other external pressures. In order to
ensure rational decision making, we have to give architects more time to conclude a decision
and to restrain the external pressures. This is in many cases impossible, as we have limited
or no control over the conditions that are external to architectural decision making;

e Accepting “the rules of the game” (biases) and trying to exploit them to our advantage — this
requires the development of techniques that lead to reasonable architectures under pressure
of time. Hypothesising further, they could take the form of a specific training for architects,

probably similar to those used by students preparing for programming competitions: this
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training supposedly makes system 1 closer to system 2 with regard to algorithms and
computer programming, as trained students decide at a glance which algorithms should be

used in order to solve their exercise.

Biases and Teams. Applying group architecture decision making techniques has the potential
to limit the influence of biases, as decisions are made by people with different mindsets. This
justifies assessing an architecture by a group of stakeholders, such as in ATAM. At the same

time, group decision making brings with it the risk posed by the ‘law of triviality’ bias.

Biases and Cultural Factors. Cultural factors may magnify or diminish the influence of
cognitive biases. For example, in many cultures it is difficult for people to admit they cannot
under-stand something or accomplish a certain design. This will certainly strengthen the curse of

knowledge bias.

Biases and Tools and Methodologies. It is also important to recognise that cognitive biases
introduce a feedback be-tween what we create and how it is created, i.e. what we create,
what we know influences how it is created by us. This is exactly what most of the biases
do — consider, for example, anchoring bias, irrational escalation and the law of instrument
biases. Therefore, it is worth investigating how different software development methodologies,
architecture decision-making techniques, software development tools etc. interact with cognitive

biases and vice versa.

4.7. Results

RQ.1 Are biases in architecture decision making commonly observed by software engineering
practitioners? It turned out that the participants commonly observe biases in deciding on
soft-ware design. Both novices (less than 2 years of experience) and experts (more than 10
years of experience) in software engineering noticed biases. Novices indicated on average 1 bias
each, experts about 4 biases each. Experts have a much broader experience than novices, which

explains the observed difference.

RQ.2. What are the most significant biases in architecture decision-making? As a result of
our research, we identified 12 cognitive biases that influence architecture decision making. The

list of these can be found in Tables 4.1 and 4.2.
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RQ.3. Which of these biases result from cognitive biases inherent to the conditions of the
human mind? All these biases, concerning architectural decision making, indicated by the

workshop participants and listed in Table 4.1, can be related to well-known cognitive biases.

RQ.4. Which elements of the decision-making context can bias architects’ decisions? These
identified elements of the decision-making context that bias architects’ decisions are: form
of presentation, the architect’s beliefs, who was the author of a given design, the time spent
on a given design, the order of obtaining information, the knowledge, experience and back-
ground of the stakeholders, the architect’s state of mind, the problem complexity, the existing
widely-accepted solutions, the course of action contradicting the use of an initial solution, and

architectural solutions focal for an architect.

RQ.5. Which aspects of architectural decision making are influenced by the biases that
have been identified? The above aspects of architectural decision making are: the architect’s
preferences (finally expressed by the rationale for a decision), the scope of the considered
architectural issues, alternatives and requirements, and the perception of the importance of

requirements (compare Section 4.5 and Table 4.2).

RQ.6. How do practical conditions influence the extent of the biases’ influence on architectural
decision making? Time, teams, cultural factors as well as tools and methodologies used for
soft-ware development can affect the extent of the biases’ influence on architecture decision

making.

4.8. Discussion, Limitations

The volume of research on cognitive biases in software engineering is rather small (compare
Section 4.4). Let us observe that our research confirms the findings of Tang and van Vliet [19],
namely, that anchoring, framing and confirmation biases are among the most often observed by
software engineering practitioners as influencing architectural decision making.

The contribution of this paper comprises:

e the proposition of a model of how biases influence architectural decision making, which
enables a systematic, uniform analysis of various biases;

¢ the identification of 12 cognitive biases that influence architectural decision making;
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e an analysis of how each bias affects decision making, by identifying the elements of the
model mentioned above (elements of the context affecting decision making and aspects of
the decision-making process influenced by each bias);

e an analysis and identification of real-world factors that can potentially influence the extent

of the influence of biases on architecture decision making.
The obvious limitation of the presented results are:

¢ the number of workshop participants may influence the representativeness of the results;
e although the claims of Section 4.6 seem to be logically sound, the analysis of real-world
factors is only exploratory, hence it requires empirical substantiation to strengthen the

claims of Section 4.6.

To provide an environment that would, as much as possible, neutralize the effects of additional
biases and mistakes from the participants, all of them were informed thoroughly about the topic
of cognitive biases both before and during the workshop which is described in more detail in

Section 4.5.

4.9. Summary and Research Outlook

Cognitive biases are commonly present in architecture decision making. By asking practition-
ers, we identified 12 cognitive biases that can be observed most frequently. In order to analyse
their influence on architectural decision making in a uniform way, we have developed a model of
how biases ‘work’.

The common presents of cognitive biases is both virtue and vice. On one side, they enable
rapid architecting by an intuitive resolution of the architectural is-sues, on the other, they may
lead to sub-optimal solutions and in extreme cases to a design disaster. We can either try to
accept and exploit them, or fight them. Probably, we need a kind of a decision-making approach
that balances ‘system 1’ and ‘system 2’ decision making.

The further research outlook includes:

e obtaining a more statistically significant confirmation of the above results by interviews

with a larger group of practitioners or by a broader industrial survey;

¢ investigating the interactions that may exist between the biases;

e developing techniques of using the knowledge about biases and their influence on decision-

making process, in order to align the architecting process with the stakeholders’ expecta-

tions;
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e carrying out an in-depth analysis of each of the identified biases.
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5. The Influence of Cognitive Biases on Architectural Technical Debt

5.1. Preface

Technical debt is a term used to define various software-related constructs that are beneficial
in the short term and may possibly be harmful in the long term. In particular, technical debt
impacts two software quality attributes: maintainability and evolvability [103]

There are various types of technical debt, depending on software artifacts, e.g., code debt,
requirements debt, test debt, and notably - architectural technical debt [122].

Architectural, technical debt, being this paper’s focus, is considered the most dangerous,
long-lasting type of technical debt [24] since there are no straightforward methods of repaying
such debt [28]. Additionally, architectural design decisions can be a source of architectural
technical debt [25].

Having discovered what cognitive biases are most likely to impact architectural decision-
making (Chapter 4), the next step was to find a specific real-life impact that is negative.

This paper presents an interview study performed with 12 practitioners. This study found
which biases (optimism, anchoring, and confirmation bias) are the most important when it comes
to causing unnecessary and dangerous architectural technical debt. Additionally, the antecedents
of bias occurrence, as well as the consequences of the technical debt items described by the
participants, were reported in this study.

This chapter’s purpose is to show how dangerous cognitive biases’ impact on architectural
decision-making can be. In this case, the consequences of harmful architectural technical debt
were explored.

Because of cognitive biases, architects may incur architectural technical debt unintentionally,
which may severely harm the system’s maintainability and evolvability. A debiasing interven-
tion should make this less likely to occur and, as such, improve the quality of the designed

architectures.
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5.2. Abstract

Cognitive biases exert a significant influence on human thinking and decision-making. In
order to identify how they influence the occurrence of architectural technical debt, a series of
semi-structured interviews with software architects was performed. The results show which
classes of architectural technical debt originate from cognitive biases, and reveal the antecedents
of technical debt items (classes) through biases. This way, we analysed how and when cognitive
biases lead to the creation of technical debt. We also identified a set of debiasing techniques that
can be used in order to prevent the negative influence of cognitive biases. The observations of
the role of organisational culture in the avoidance of inadvertent technical debt throw a new light

on that issue.

5.3. Introduction

Technical debt is a metaphor first introduced by Cunningham [123] in order to explain the need
of refactoring to non-technical stakeholders. It represents experiences that are common to many
contemporary software system developers. Namely, the need to compromise between software
quality (esp. internal) and other non-technical requirements, such as time-to-release/market.
Despite the intense research undertaken to date, the mechanics of the process by which software
technical debt arises is still far from being fully explained. This hinders the development and
application of systematic technical debt management approaches.

The main factors that produce the above research challenge are:

¢ the substantial variety of types of technical debt (testing [124], source code [125], architec-
tural [126], etc.);

e the variety of factors that contribute to the creation of technical debt [127] [125];

e the social and psychological nature of the phenomenon of technical debt [128] and

e the intrinsic complexity of the mechanisms underlying the creation of technical debt,

resulting from its nature.

Technical debt, whether taken on deliberately or inadvertently, is always rooted in human
thinking and/or its limitations. Cognitive biases are an important factor that shape human thinking
and decision-making [14], often distorting its results, making decisions diverge from those fully
rational ones. As a result, it is important and necessary to analyse the influences of cognitive bias
on the emergence of technical debt, as this aids an understanding of how technical debt arises,

and leads to the development of efficient management strategies.
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This paper presents our research on the influence of cognitive biases on the occurrence of

architectural technical debt (ATD). It was focused on the following research questions:

e RQ1. Do cognitive biases influence the occurrence of architectural technical debt?

e RQ2. Which cognitive biases have an impact on architectural technical debt?

¢ RQ3. Which architectural technical debt items are most frequently affected by cognitive

biases?

¢ RQ4. What are the antecedents of a harmful influence of cognitive biases on architectural

technical debt?

e RQS5. What debiasing techniques can be used to minimise the negative effects of cognitive

biases?

In order to answer the above questions, we performed semi-structured interviews with 12
architect-practitioners and analysed their outcomes. Detailed information on the research meth-
ods can be found in Section 5.5, which is preceded by an overview of the current state of research
in Section 5.4. The research outcomes are presented in Section 5.6 and discussed in Section
5.7. The threats to validity are discussed in Section 5.8 and the outcomes summary and further

research outlook is presented in Section 5.9.

5.4. Related Work

Cognitive biases, originally observed by Kahneman and Tversky [33], [11], are a phenomenon
inherent to the human mind. They are rooted in the duality of the human reasoning process —
according to Kahneman and Tversky — there are two systems responsible problem resolution
that exist and operate within human mind. System 1, which is responsible for quick intuitive
decisions based on a limited scope of information. System 2, which is suited for logical and fully
rational reasoning on the basis on a broader set of information. System 2 is invoked consciously
whenever we analyse and rationally resolve problems. If we do not consciously and carefully
consider our decisions (i.e. by employing rational thinking of System 2), System 1 will draw
premature conclusions that will not get corrected by System 2. In such case, we can say that a
cognitive bias has influenced our reasoning and its outcomes.

The possible influence of cognitive biases on Software Engineering has been already a topic
of interest for researchers for over two decades [52]. Cognitive biases may possibly influence

any Software Engineering activity [14], be it requirements engineering [51], design [129],
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development [20] or testing [55]. Architecture decision-making [130] is also not excluded from
the impact of cognitive biases [22], [77], [26].

The core thesis of this paper, whereby cognitive biases, by distorting the decision-making
process, may contribute to taking on technical debt, is at an early stage of research. Only papers
[20], [128] [127] indicate that such an influence is possible, though there have been no detailed
investigations on this topic.

Technical debt has been a topic of extensive study in the recent years. It has resulted in a huge
number of papers, including systematic literature reviews [28], [131], [132] and even a tertiary
study [133] summarising the state of research on technical debt.

Architectural technical debt (ATD) is the type of TD that occurs as a result of sub-optimal ar-
chitectural decisions [24]. ATD can be especially dangerous since it may hinder the development
of future software features [134]. According to Ernst et al. [135] — "architectural issues are the
greatest source of technical debt." The purpose of this paper is to expand the existing knowledge
of how architectural technical debt arises by analysing how cognitive biases contribute to its

emergence.

5.5. Research Method

5.5.1. Cognitive biases

The number of cognitive biases that possibly can have an influence on software development
is vast [14]. As it is not feasible to analyse every cognitive bias in a single study, we decided to
focus on the biases listed as the most relevant for architecture decision-making in the exploratory
work of Zalewski et al. [26]. In this work, the researchers attempted to elicit which cognitive
biases have the most significant impact on architecture decision-making. These are:

e The framing effect — the tendency to judge information and make decisions based on the

how the data is presented [136].

e Confirmation bias — this effect influences individuals that have a strong belief they do not
want disconfirmed. As such, they search only for information confirming this belief, and
ignore any proof that they may be in the wrong [116].

e Anchoring bias — This bias occurs when one’s judgement is strongly influenced by the first
piece of information given to them. [137] Thus, it often results in individuals having an
irrational preference for the first solution/idea that they came up with or heard about from

someone else.
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Curse of knowledge bias — this cognitive bias manifests itself in experts that consider part
of their knowledge as obvious, which then results in miscommunication when they interact
with other people [138].

IKEA effect bias — is the irrational preference for solutions that have been at least partially
developed (or assembled) by ourselves [139].

Parkinson’s Law of triviality bias— when a disproportionately large amount of time and
effort is put into performing trivial tasks and solving trivial problems [140].
Pro-innovation bias — the assumption that innovation is a value in itself. Which means that
new solutions should always be adopted everywhere, as soon as possible [141].

Planning fallacy bias — the tendency to underestimate the time necessary to complete a
given task [142].

Bandwagon effect bias — the desire to "join the crowd" and do what others do [143]. This
means that popularity becomes the main factor taken into account when choosing between
options.

Irrational escalation bias — the irrational impulse to continue wasting resources on an
investment that is not cost-effective [144].

Law of the instrument bias — sometimes referred to as the "law of the hammer" since when
you own a hammer, everything seems to be a nail [145]. This law states that we tend to
overuse tools and solutions that we already own or are familiar with.

Optimism bias — the unjustified belief that in our case, in the same scenario, we are more
likely to obtain a positive outcome than others[146]. This effect makes individuals more

liable to make risky decisions, despite evidence that it may not be reasonable.

5.5.2. Architectural Debt items

Having prepared a list of biases worth exploring, we also had to specify the kinds of ar-

chitectural technical debt to be researched. There are different approaches to categorising

ATD [147], [148], but for this purpose we decided to use the architectural technical debt items

defined by Verdecchia et al. [127] as the most commonly occurring. We hoped that, since this

categorisation emerged from gathering data during interviews, it will also be easily understood

by our participants. Those items [127] include:

® Re-inventing the Wheel — which manifests itself when we use a self-developed component

rather than a stable, verified one that is easily available.
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New Context, Old Architecture — which occurs when not enough effort is put into keeping
the evolution of the architecture appropriate for its context.

The Minimum Viable Product (MVP) that stuck — which appears when software that was
hurriedly developed for a simple temporary solution ends up becoming part of larger system
that is still evolving. Architectural gaps of the MVP solution are inherited by the system.
The Workaround that stayed — which appears when a temporary workaround is used in
order to sidestep architectural constraints. However, it becomes deeply ingrained in the
system and is never removed.

Architectural Lock-in — which occurs when a component is so deeply embedded into the
system that replacing it would be extremely expensive or even unworkable.

Source Code architectural technical debt — a type of ATD that has its source solely in the

implementation of the solution.

5.5.3. Research procedure

The research method assumed in this paper follows the guidelines for case studies in software

engineering by Runeson et al. [98]. In order to investigate the influence of cognitive biases on

the occurrence of architectural technical debt, we decided to carry out an empirical enquiry based

on a set of semi-structured interviews with software architecting practitioners.

The general outline of the interview process that we developed for the purpose of this study,

and employed during each of the twelve interviews with architects, was as follows:

1.
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The interviewer asked the participant for their consent to record the interview and to use the
acquired data for research purposes.
The researcher obtained statistical data about the participant (age, gender, years of experi-

ence, position, company size/domain).

. The interviewer introduced the participant to the topic of technical debt and our research.

The participant was provided with the definition of each architectural debt item. Then they
were asked if they had ever encountered this type of technical debt and, if so, whether
they could describe their experience with it. This is the part of the interview in which the
participants had the freedom to provide any information that they wanted and believed to be

relevant.

. The interviewer asked the subject if they had any other experiences with technical debt that

they had not mentioned yet.
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We did not suggest, either before or during the interviews, that cognitive biases may influence
technical debt. The participants were informed in advance that we were researching reasons for
the occurrence of technical debt, but we could not disclose which reasons we were researching,
in order to avoid influencing their answers. After the interviews, if the participant was interested,
we disclosed information about our research on cognitive biases. In some cases, this resulted in
obtaining additional insights, which were written down for further analysis.

Almost all of the interviews were conducted in Polish, with the exception of No. 7, conducted

in English.

5.5.4. Study participants

Table 5.1. Participant data

No. | Age | Gender | Experience | Position Company size | Company
(years) (employees) domain
1 29 M 5 Software Developer | over 10 000 Electronics
2 31 M 10 Architect around 2 000 E-commerce
3 54 M 35 Chief Operating Offi- | around 1 500 High tech
cer
4 37 M 13 Executive consultant | around 50 Systems integra-
tor
5 39 M 17 Head of Architects around 350 Finance
6 49 M 26 Architect around 350 Finance
7 37 M 16 Consultant over 10 000 Enterprise  Soft-
ware
8 45 M 21 Chief of Architects | around 250 Systems integra-
tor
9 36 M 15 Founder and Chief | around 35 Software
Technology Officer
10 | 37 F 15 Architect around 5 000 Telecom
11 | 40 M 15 Senior Solution Ar-| over 10 000 Enterprise  Soft-
chitect ware
12 | 37 M 12 Team Leader over 10 000 Electronics

In order to find architects-practitioners, we created an advertisement which we propagated
using our private networks. Most of the participants currently work as architects, though some
also had prior architecting positions and now worked as leaders/managers/company owners. We
also interviewed one software developer, which provided us with a valuable distinct point of

view. The overall data about the participants is summarised in Table 5.1.
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Table 5.2. Qualitative analysis codes

Code category

Code

Definition

Cognitive Bias

Architectural technical
debt occurrence

Architectural technical
debt occurrence
Architectural technical
debt occurrence influ-
enced by a cognitive
bias

Cognitive bias influenc-
ing factor

Debasing methods

CB: [bias name]

ATD: [item type]

ATD: Other

CB influencing
ATD: [note]

CB
[note]

antecedent:

Debiasing: [note]

Occurrence of one of the cognitive biases
from the list in Section 5.5

Occurrence of technical debt, which can
be classified into one of the architectural
technical debt items mentioned in Section
5.5. This code was to be used only in
cases when the participant gave a real-life
example of a technical debt occurrence.
Unclassified occurrence of architectural
technical debt

Cases when a cognitive bias directly re-
sulted in the creation of technical debt.
The note should contain details of which
bias influenced what kind of technical debt
items and how.

Antecedents of the appearance of cogni-
tive biases. Note should contain a further
description.

Information about interventions that were
suggested or performed by the participants,
which could result in a debasing effect.

5.5.5. Analysis Procedure

Having obtained the raw data from the interviews, we performed the analysis in the following

steps.

1. The recorded interviews were transcribed.

2. We created a coding scheme for analysing the data, using the guidelines of Runeson et al.

[98]. This codes are presented in Table 5.2.

corrected it until we reached unanimity.

bias mentioned by the participants, occurrences of architectural debt, cases of cognitive

biases influencing architectural technical debt. Those are presented in Tables 5.3, 5.4 and

5.5 in Section 5.6.

. Each of the authors encoded the transcripts independently.

Using the negotiated agreement [101] approach, we discussed the coding and incrementally

. The following metrics were extracted from the transcripts: the number of cases of cognitive

. The factors influencing cognitive bias as well as the debiasing methods mentioned by

participants were extracted. They are presented in Section 5.6.
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7. The notes from the interviewer were analysed, in search of any additional data that should
be taken into consideration while drawing the conclusions.

8. The results were discussed and conclusions drawn in a discussion between the authors.

5.6. Results

5.6.1. Architectural debt items influenced by cognitive biases

The participants provided us with accounts about their previous projects, in which various
architectural debt items could often be observed simultaneously. While analysing the interview
transcripts and interviewer notes, we identified 70 specific occurrences of architectural technical
debt items, the exact number of occurrences of each ATD item is shown in Table 5.3.

Table 5.3. Technical debt occurrences mentioned by participants

Architectural technical debt item Appearances
New Context, Old Architecture 17
Source Code ATD 13
The Workaround that stayed 12
Architectural Lock-in 10
Re-inventing the Wheel 8
The Minimum Viable Product that stuck 6
Other (4 different types of ATD) 4

Despite providing the participants with the definitions of architectural technical debt and
the specific architectural debt items, they often mentioned situations that were not cases of
architectural technical debt, or which fit the definition of a different technical debt item. A
common mistake was the false belief that the use of an old technology is synonymous with
technical debt, which does not have to be the case.

The most commonly occurring ATD item was "New Context, Old Architecture". This specific
kind of technical debt appears naturally, by itself, over time, if not enough effort is given to
periodically update, upgrade, change or refactor the architecture. This classical problem has
already been described in one of Lehman’s laws of software evolution [149], which says that
at some point of time, perpetually evolving systems reach a threshold when it is no longer
cost-effective to evolve further without carrying out a major system’s reconstruction. Many of
our participants observed, that this moment often passes unnoticed.

We found several instances of technical debt that did not exactly fit any of the categories of

ATD items specified by Verdecchia et al. [127]. These technical debt items are:
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e Choosing an obsolete solution that should not be used in the current circumstances at the

start of the project. Participant No 5 explained that in his company, decision-makers only

consider aged solutions as "safe enough" to be used.

® Reusing a component in a setting, in which it does not fit the given problem. Participant No

1 told us how one of his colleagues focused on using readily-made solutions so much, that
it resulted in choosing a solution completely unsuitable for their problem.

Using a proven architectural solution in a new context, in which it is not suitable. Participant
No 4 explained a situation in which they had to deal with data on the client’s customers,
for which they used a readily-made component that integrated all the aspects of every
customer’s data. The problem appeared when it turned out that not all the customers wanted
to have all of their data connected to a single account, since they may want to create many
accounts for various purposes.

Transfer of organisational debt onto architectural technical debt. Organisational debt
occurs when key decisions (such as writing down contracts, defining strategies or assigning
responsibilities) are not made in time. This, in turn, may affect key design decisions, which
have to be made with incomplete data about the problem at hand. Participant No. 3 gave us
an example of a situation when a state-owned system had to be deployed before certain key
political decisions were made. This resulted in the need to redo the basic components of the

system.

We did not observe a correlation between the participants’ experience, position or their company’s

domain and the number of ATD items they observed. An interesting case of this came from

participants Nos 5 and 6. Both worked in the same organisation, No 5 had nine years of

experience less than No 6, but participant No 5 gave us nine examples of ATD item occurrences,

while participant No 6 mentioned only two.

5.6.2. Cognitive biases that influence ATD items

By analysing the transcripts and interviewer notes, we found 155 occurrences of cognitive

biases. The exact numbers for each bias are shown in Table 5.4. It was not unusual for many

biases to influence a single ATD item, which often occurs consecutively in a cascade of irrational

decisions, such as:
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¢ A decision-maker heard that a specific technology is popular, which led him to believe that
it may be useful in his case (Bandwagon effect)

¢ He met with a salesman of this specific solution, who only informed him about the beneficial
aspects of the solution, which persuaded him to buy it (Framing effect)

e Despite the disadvantages of this solution, it was used simply because it had already been
paid for (Irrational escalation)

e Which led to an "Architectural Lock-in" because this component was so specific and deeply

embedded in the system that it turned out extremely difficult to replace.

In our analysis we took into account not only the biases of the architects and developers, but also
those that influenced other stakeholders involved in the development and maintenance process —
such as the management and the clients.

Most of the biases mentioned as possibly crucial in the work of Zalewski et al. [26] had a
notable influence on ATD. An exception here is Parkinson’s law of triviality. This specific bias
may impact the time spent on certain tasks, but it does not seem to significantly change the final

outcomes, and so has little magnitude when it comes to causing ATD.

Table 5.4. Cognitive biases present in the participants’ accounts

Cognitive bias Appearances
Anchoring 24
Bandwagon effect 8
Confirmation bias 19
Curse of knowledge 14
IKEA effect 14
Irrational escalation 11
Law of the instrument 10
Optimism bias 20
Parkinson’s Law of triviality 2
Planning fallacy 10
Pro-innovation bias 13
The framing effect 10

5.6.3. Influence of cognitive biases on ATD items

In this Section we discuss in-depth how particular ATD items were impacted by cognitive
biases. Table 5.5 presents the exact number of times that a certain cognitive bias influenced
particular ATD items. The data contained in this table does not add up to the data from Table 5.4

and Table 5.3, because a specific bias occurrence may have influenced a single ATD item more

83



5. The Influence of Cognitive Biases on Architectural Technical Debt

than once, and one ATD item may have been influenced by more than one cognitive bias.

If the influence of a particular bias on a specific ATD item was reported at least three times, we

explored thoroughly the relationship between that bias and the ATD item.

Table 5.5. Cognitive biases influencing ATD items

Cognitive New Source | The Architec{ Re- Minimum | Other
Bias Context, | Code | Work- | tural inventing | Viable
Old ATD | around | Lock-in | the Product
Architec- that Wheel that
ture stayed stuck
Anchoring 7 5 4 6 4 1 0
Bandwagon ef- | 0 1 1 1 1 0 0
fect
Confirmation | 2 2 5 4 5 1 1
bias
Curse of | 2 2 2 4 2 0 0
knowledge
IKEA effect 3 3 1 2 3 1 0
Irrational esca- | 7 1 2 0 1 1 0
lation
Law of the in- | 1 3 2 3 0 0 0
strument
Optimism bias | 3 3 3 5 2 4 1
Parkinson’s 0 1 2 0 0 0 0
Law of
triviality
Planning 3 4 4 3 1 1 1
fallacy
Pro-innovation | 1 1 2 4 4 2 1
bias
The framing | 1 2 2 3 1 1 0
effect

1. New Context, Old Architecture

The significant impact of cognitive biases on architectural technical debt can be clearly

observed when researching the causes of this ADT item.

Four participants experienced a situation when a solution was chosen simply because it

was the first possible one that came to notice (anchoring), and even though it was not

cost-effective and did not enable the further evolution of the product, resources were

persistently being wasted on it (irrational escalation).

Participant No. 1 for example, was involved in a project where an open source solution
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was chosen to create a simple dashboard for the end user. Unfortunately, as the solution
evolved and expanded, the source code of this component had to be forked. Ultimately, the
participant’s team introduced an enormous amount of changes and became the maintainer
of this newly created solution. This increased the team’s workload with the maintenance
efforts.

Too often, a component was used after the support for it had expired, which either left the
component without maintenance or forced the client to take the path of expensive, dedicated
individual support. Participant No. 11 told us about a few cases of systems made for the
public sector, when his clients needed this kind of individual maintenance. This could have
been prevented by properly preparing for the time when this problem was bound to occur,
but often no such precautions are taken, and decisions are made without long-term planning.
In general, it seems that the decision to start from scratch with completely new architecture
is made reluctantly. This hesitancy can be motivated by many cognitive biases: the IKEA
effect when the old solution was made by the decision-maker’s organisation (participant
No. 9 called a product his "precious business baby"), or the optimism bias which may make
the decision-makers believe that no harm may come to them (for example, when using a
system that is not maintained properly).

. Source Code ATD Source code ATD is most often influenced by anchoring. When solving
a problem, the very basic, satisficing approach is widely present. Citing participant No. 11 —
"If something stupid works, then it is not stupid." This is especially apparent in organisations
in which decisions on how to implement certain components are left entirely to individual
developers whose ideas are never challenged. This was the case in an example provided by
participant No. 2, who had the displeasure of "inheriting" a completely unscalable solution,
used as a basis for a key e-commerce platform developed by his company.

This problem of satisficing decision-making is strengthened by other cognitive biases as
well. The IKEA effect makes developers choose (or even copy) from their own previous
work, the law of instrument makes them use only tools that they are familiar with. The
confirmation bias makes them blind to information that their decisions may be wrong, an
effect that is often enhanced by the optimism bias.

Participant No. 12 encountered a combination of all of this biases in the form of an
enormous Bash based solution, used to deploy changes to the production environment.

The author of the solution was comfortable with Bash, and did not consult (nor was he

85



5. The Influence of Cognitive Biases on Architectural Technical Debt

challenged) his solution’s design with anyone. He did not take into account that anyone
else may ever need to read, understand or change his code. This resulted in the creation of
an enormous set of Bash scripts that were extremely hard to comprehend to anyone besides
its author.

All these problems become even more relevant when not enough time is given for thorough
consideration, which is an intermediate effect of the planning fallacy — when the planned
time for tasks was too short.

The Workaround that stayed

A substantial number of workarounds generally come from two beliefs. Namely, that there
is no choice, and that fast fixes are a normal and proper way of problem solving. Individuals
that firmly believe in either of them often do not put any additional effort into considering
the, often lacking, rationale behind their "fixes" (confirmation bias).

Having come up with an idea for a simple workaround, they are satisfied that the problem
will be promptly resolved, and do not search for any alternatives (anchoring).

Participant No. 3 gave us an interesting example, of an organisation that routinely used
a complicated set of workarounds while processing accounting data. Only when a new
integrated accounting system was introduced, the organisation did realise that they have
been producing faulty financial reports for the last 5 years. This kind of a mindset is further
strengthened when they are not given enough time, because the the need for such such tasks
has not been foreseen (planning fallacy).

However the workaround does solve the immediate problem, so there is no urgent need
to change the state of things. This approach, heavily tainted by the optimism bias, was
displayed by Participant No. 9 with the words "we will hopefully come back to it one of

these days."

4. Architectural Lock-in

86

The most common pattern behind the occurrence of the Architectural lock-in ATD item was
a combination of anchoring and optimism bias. Firstly, due to anchoring, the first satisficing
architectural solution was chosen. Then, even though they did not have any experience with
the solution, development teams simply took a leap of faith (optimism bias) and used the
solution without further consideration of whether it may be difficult to replace later.

This would not have become such a serious problem if individuals did not have a tendency

to choose risky innovative solutions (pro-innovation bias), or if they took time to consider
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the disadvantages of their architectural concepts (confirmation bias).

Participant No. 12 provided us with the following example that illustrates this problem.
The maintenance team in his organisation needed a ticketing system. They found an simple
open source solution on GitHub that looked satisfactory and choose it, blindly believing that
it would be the proper one. They did not take into account that the component may require
changes in the future and that it was PHP-based (no one in that team had prior experience
in PHP). When they needed to expand the solution, they found themselves "locked-in" this
particular component, while not having the skills necessary for its further development.
Additionally, we noticed that decision-makers often relied on data from salesmen, which
is of course always prepared in a way that shows the offered solutions in a positive light
(framing effect). Participant No. 3 particularly stressed how "salesmen should never be
trusted". Even if decision-makers attempted to obtain information from experts within their
own organisation — the experts had a tendency to omit key information during meetings,
because of the false belief that such knowledge is obvious (curse of knowledge).

. Re-inventing the Wheel

The Re-inventing the wheel ATD item was mainly observed by our participants in the
context of younger, inexperienced team members, as well as in small companies, especially
start-ups. Lacking prior experience, and with the possibility to start something new from
scratch, ambitious young people often fall into the temptation of creating a solution they
would have full control over (thus, anchoring on that single aspect), something they could
call "their own" (IKEA effect). They want to be pioneers (pro-innovation bias), despite
often not possessing and not searching for already existing knowledge. This frequently
results in re-inventing the metaphorical wheel.

Participant No. 7 told us about a case when he worked in a small company, with a colleague
that he described as an "IT geek". This coworker developed a web application framework
on his own. He frequently applied it when creating products for the company. After he
changed job, this undocumented framework was left without its core maintainer.

The unwillingness to face the reality that someone may have already had the same idea and
properly put it into effect, and thus the inability to find and use ready-made components, is
a symptom of the dangerous influence of the confirmation bias.

. The Minimum Viable Product that stuck

We found that the MVP that stuck ATD item was the least likely to appear from the list
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defined by Verdecchia et al. [127]. In our participants’ accounts, MVPs rarely "got stuck",
which means that our observations for this type of ATD were limited. In the case of most
MVPs mentioned by our participants, these solutions were either abandoned as prototypes
when a superior solution was found/developed, or these MVPs were expanded and matured
over time.

For an MVP remaining as it is over an extended period of time, someone had to make a
mistake while estimating a very short lifespan for the product (optimism bias). Participant
No. 5 told us that this usually happened when small programs were written in a hurry to

perform simple tasks like processing/converting text files or uploading/downloading them.

5.6.4. Cognitive bias antecedents (RQ4)

Having identified the biases that influenced the generation of technical debt, we made an

in-depth analysis of the participants’ accounts in search of information on why these cognitive

biases occurred. Cognitive biases, as a phenomenon inherent to the human mind, cannot be

completely avoided. However, certain factors can amplify the influence of cognitive biases on

architecting activities and their outcomes. These factors, namely, the antecedents of cognitive

biases, can be divided into seven groups:

1. Individual’s emotional state
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We found that certain feelings often precede the appearance of biases. These are:

a) Fear of: change, responsibility, consequences and of starting from square one (precedes
anchoring, confirmation bias, irrational escalation);

b) Shame, especially of one’s past mistakes (precedesanchoring, irrational escalation);

c) Feeling a lack of agency (makes individuals less likely to challenge the ideas of others
and provide a debiasing effect);

d) Haste (makes individuals more susceptible toall biases, especially the planning fallacy);

Fear and shame have a notably destructive effect. One of our participants attempted to
register information about the technical debt in their organisation. This turned out to be
difficult because employees, even managers, were unwilling to share information about the
technical debt they were responsible for. They were afraid of consequences and ashamed of
their previous mistakes, which then hindered the process of actively managing technical
debt. Individuals experiencing great fears are unlikely to change their behaviour, which

makes them even more susceptible to biases such as anchoring, confirmation bias and
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irrational escalation.
Feeling a lack of agency is especially relevant in large organisations, in which individuals
often feel that they have no influence on any decisions that are being made. Because of that,
they simply remain indifferent, do not challenge others’ decisions, and end up mindlessly
following orders.

2. Individual’s personality traits
There were two kinds of personality types that were overly prone to cognitive biases. The
extremely ambitious and confident individuals and their opposite — the reserved ones that
lacked assertiveness. The overconfident architects tended to make fast decisions without
deeper consideration (this makes all cognitive biases more likely to appear), while the
taciturn team members tended to follow them blindly. In this way, the possibility of
exerting a debiasing effect on their colleagues is lost. It also makes them more prone to the
bandwagon effect.

3. Individual’s mistakes
We observed some common mistakes that foreshadowed the appearance of cognitive biases.

Those included:

¢ The basic lack of knowledge or experience required to make decisions in a certain area
(if sufficient knowledge is not obtained, any cognitive biases are more likely to occur).
e Not performing any search for alternative solutions (anchoring, confirmation bias,
IKEA effect, law of the instrument, pro-innovation bias).
¢ Considering only a limited part of a complex problem, while ignoring the global
impact of the solution (anchoring, confirmation bias, curse of knowledge, optimism
bias, planning fallacy).
¢ Limiting the planning only to the short term (planning fallacy, optimism bias).
e Habits (confirmation bias, anchoring, irrational escalation, IKEA effect, law of instru-
ment).
e The optimistic belief that mistakes are only made by others (makes all biases more
likely to appear).
An interesting detail is that even seemingly good habits, such as using proven architectural
patterns, may turn out to be harmful. In the case of this particular habit, sometimes a design
pattern may end up being used in unsuitable circumstances.

4. Organisational antecedents
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The overall environment in which the project is being developed and maintained has a

crucial impact. We observed several factors that impacted the frequency of bias appearance:

¢ Organisational culture: too lax (which strengthens all biases in individual employees)
or too harsh (which impacts the biases of management and leaders).

¢ Frequent changes of management staff that impedes long-term planning (influences
all biases)

e Lack of standards and procedures (all biases).

e Unclear separation of duties, especially when it is not clear who is responsible for
which decisions (this means that nobody provides a debiasing effect when decisions
are made in this area).

e Short-sighted cost/profit optimisation as a default approach — investing only in areas
that give immediate profit (irrational escalation, optimism bias, anchoring).

e [ack of motivation for optimising the developed solutions — especially in the case of
short-term cooperation with clients (optimism bias).

e Faulty use of agile development practices — empowered by the belief that any problems
can be fixed in further iterations (influences all biases, since decisions are made in

each iteration by all the parties involved in the project)

A valuable observation that we made was that, in most of the interviews, cognitive biases
appeared as a consequence of an organisational culture that was either too lax or too harsh.
When the culture in the organisation was too casual, which is often the case in startups
(participant No 9 provided us with such insights), individuals are often left to make key
decisions alone. If these decisions are influenced by cognitive biases, no one challenges them
and thus various faulty decisions are made — mainly by young, overambitious team members.
This may lead to many biased decisions like choosing trendy solutions (bandwagon effect) or
using only tools that the decision-maker is familiar and comfortable with (law of instrument).
On the other hand, if the organisation’s culture is authoritarian, giving little voice to the
employees in lower positions in the hierarchy, then possible biases of the higher-ups are
never challenged or corrected. In such cases, decision-makers are more susceptible to the
enticements of salesmen (framing effect), or do not have information that would allow them
to plan the time-frames for projects properly (planning fallacy).

Communicational antecedents

Many biases emerge as an after-effect of communication problems. This most commonly
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happens when specialists from different domains interact, although even close co-workers
are not free from this problem. These problems are often fuelled by the curse of knowledge,
which makes individuals more likely to omit crucial information that could be obtained
from others.

Constructive criticism and challenging the ideas underlying the decisions of others is not
standard in every team. It often means that crucial decisions are never discussed openly.
This means that valuable debiasing opportunities are lost, which in turn makes biased
decisions more likely to occur. Additionally, sometimes decisions made during the initial
negotiation phase of a project are made without consulting technical specialists, which leads
to overly strict deadlines and sometimes absurd contractual arrangements. Participant No
11 told us that, in the case of projects made for the state, they commonly found that the
price and time-frame for the project were made absurdly low and short during negotiations,
simply in order to gain the customer, in hope that profit could be increased later and fixes
could be made during the maintenance phase.

. Knowledge vaporisation

For any decision to be rational, it is essential for the decision-makers to have proper
knowledge about the issue at hand. However, it is a well-known issue in the area of
architectural knowledge management that knowledge is not always documented and tends
to vanish with the employees that leave the company. This makes decision-makers more
prone to the effect of all cognitive biases, since they are frequently forced to make decisions
based solely on their instincts.

. External

Some antecedents to cognitive biases are completely beyond our control. The most prevalent
is the current popularity of certain solutions — the deciding factor behind the bandwagon
effect.

Although, often forgotten, an important source of possible problems also lies in politics and
the current legal status. A proper interpretation and understanding of the law is not an easy
task and often leads to dangerous misconceptions. One of our participants provided us with
an account in which they had to create a system before a particular law came into force. This
law had been incorrectly understood by the developers (the curse of knowledge influenced
their communication with legal specialists), which resulted in the need to perform a set of

quick fixes and workarounds shortly after the system became available.
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Frequent changes in the law, influenced by politics, may also force numerous technically
challenging modifications to existing systems. Every such decision is susceptible to the

influence of cognitive biases — in this case, the politicians’ biases.

5.6.5. Possible debiasing methods (RQS)

During the interviews, our participants spontaneously gave us hints, how to avoid arising

certain ATD items. Additionally, the participants that scarcely encounter specific ATD items,

usually mentioned why they believe that this item does not occur often in their environment.

All this combined together, in many cases, can be interpreted as a set of possible debiasing

techniques.

We gathered this into a set of bias prevention treatments:

1.
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Ensuring double-checking and challenging all decisions and their underlying ideas. Trying
to find downsides of any idea as standard — this will make the critique feel less personal and
is therefore more effective.

Developing an environment based on trust, in which employees can voice their opinions
and admit to their mistakes — knowing that they will receive help, not scorn. The modern

approaches to agile / servant leadership address this issue.

. Explicitly gathering information about alternatives before making decisions. Presenting

them to others and asking for their evaluation. This is reminiscent of some components of
architecture evaluation methods.

Creating procedures and standards to limit low-quality reckless alterations of the solution
and enable periodical refactoring/changes of the system to fit the ever-changing business

context in which it is used.

. Creating documentation and passing on knowledge. At a bare minimum, this does not

require much resources, it might involve recording meetings in which information is shared

and decisions are made.

. Explicitly registering all accounts of TD in the organisation and making plans for a time

when it will be dealt with.

. Periodically checking whether any new TD has occurred and whether any old TD needs to

be paid — maybe support expired, or all the people with the relevant knowledge have moved

on and are no longer present.

. Clearly defining and recording who is responsible for which part of the project’s scope. This
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will make the process of obtaining information and looking for help more straightforward.

It will also minimise the problem of the individuals in charge avoiding responsibility.

5.7. Discussion

As the presented results have no direct equivalents (the possible influence of biases on
technical debt has been merely mentioned [128],[127], [20]), it is necessary to relate these results
to broader research on technical debt, cognitive biases in SE, antecedents and management
techniques for technical debt.

Firstly, we partially confirmed the findings of Zalewski et al. [26], since almost all the biases
(with the exception of Parkinson’s law of triviality) that they recognised as notable for architecture
decision-making, were found to have had a significant influence on ATD. Furthermore, the
biases that we have identified as most commonly influencing ATD (anchoring, optimism and
confirmation bias) have already been identified as having a significant influence on software
engineering activities [14].

In the field of architectural decision-making, it has already been noticed that cognitive
biases distort the decision-making process [23] by strengthening the effects of pre-existing
problems/mistakes. As such, the antecedents for cognitive biases are bound to be, at least
partially, similar to previously discovered causes of ATD. The problems of time pressure,
lack of documentation, unsuitable architectural decisions and human factors, as specified by
Verdecchia et al. [127], are similar to many of the antecedents that we identified. The issue of
miscommunication between specialists of different domains, and its influence on technical debt,
has also previously been addressed [150].

The debiasing methods that we propose only affect debt created inadvertently, since debt
deliberately taken on is usually a result of a rational management strategy [151]. The debiasing
methods that we proposed give an interesting new perspective to the problem of managing
architectural technical debt — they can be taken as a set of instructions on how to manage an
organisation that would be less susceptible to ATD. ATD management so far, as indicated by
Besker et al. [28], suffers from a lack of proper management guidelines. A set of strategies has

only recently been proposed [127], [152].
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5.8. Threats to Validity

As with every study, certain issues might pose a threat to the validity of our findings. Having
this in mind, we attempted to minimise the effects of such threats. Since the research is qualitative,
and our goal was to conduct an exploratory in-depth analysis, we only took into account the
experiences of our 12 participants. To prevent this from being a problem, we attempted to make
this group as varied as possible — we interviewed people that held different positions, had varying
levels of experience (from 5 to 35 years), worked in companies of different sizes (from start-ups
to large corporations), and whose organisations had diverse domains.

Still, in order to further confirm the validity of this research, it would be useful to expand it
with more participants, and possibly using a different research methodology (like the think aloud
protocol method [153]).

Since our participants were not experts in the field of technical debt, they often presented
examples of cases that were not actually occurrences of technical debt. Furthermore, even if
their example was indeed a case of technical debt, they confused various ATD items withe each
other. To ensure that such mistakes did not have an undue influence on our results, we searched
for the ATD items (coded them from the transcriptions) without taking into account the ATD
item category that the participant believed their example belonged to.

Since it may be possible for a single researcher to make a mistake during the coding — for
example, to observe a cognitive bias that did not actually occur — the interview transcriptions
were analysed and coded by us separately, and then the findings were confronted using the
negotiated agreement approach [101]

To prevent our participants from forcibly searching for cognitive biases in their experience,
we only asked them to explain the rationale behind the decisions made in their projects. They
were informed about our cognitive bias related research only after the interviews.

Finally, cognitive biases often overlap and interact with each other. Which means that their
influence on ATD items may not always be straightforward. We did not analyse the dynamics of

bias’ interaction in this paper.

5.9. Conclusion and Research outlook

Our research achieved the following:

e We assessed that cognitive biases definitely have a significant influence on the creation of

architectural technical debt (RQ1).
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e We determined that most significant biases that impact architectural technical debt are
anchoring, optimism and confirmation bias. Nevertheless, the influences of the curse of
knowledge, the IKEA Effect, irrational escalation, pro-innovation bias, planning fallacy, the
framing effect and the bandwagon effect are also noticeable.

e We assessed that cognitive biases affect all of the ATD items indicated by Verdecchia et al.
[127]; nevertheless, the most frequently affected item turned out to be "New Context, Old
Architecture" (RQ3) and the least influenced one appeared to be "the MVP that stuck”.

e The most common antecedents of cognitive biases that influence ATD have been identified
(RQ4).

¢ A number of debiasing techniques have been proposed (RQ5).

Our research revealed also that the organisation’s culture is often an important factor that
influences the creation of technical debt, since most of the antecedents and the discovered
debiasing methods are connected with how the organisation is managed, and the frame of mind
of the organisation’s members.

In order to minimise the amount of unwanted architectural technical debt, organisations
should remove the fear of admitting software deficiencies and introduce trust into the company’s
culture. As noticed by Besker et al. [152], the penalising approach to managing architectural
technical debt is the least effective one.

An atmosphere of thrust and camaraderie would enable individuals to provide a debiasing
effect to each other. The ideal environment would be one in which challenging the ideas of others
is commonplace, in the form of sensible, non-judgemental critique. If meaningful critique of
each other’s ideas becomes commonplace, employees are less likely to feel threatened by it and
to actually start making use of each other’s suggestions.

In an organisation founded on trust, there should be space to admitting one’s mistakes. When
a problem is detected, everyone should focus on solving it together, instead of looking for
scapegoats.

Further research could include:

e further confirming our findings with proper quantitative data;
e how team / organisational culture influences the emergence of inadvertent technical debt;

¢ in-depth research on particular antecedents’ and biases’ influence on ATD;
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6. Is knowledge the key? An experiment on debiasing architectural decision-making - a pilot
study

6.1. Preface

As shown in Chapters 4 and 5, cognitive biases can negatively impact software architects’
decisions in various ways. One such effect is making architects unnecessarily incur dangerous
architectural debt. Chapter 5 results have an additional important finding: that the main cognitive
biases impacting architects are optimism bias, anchoring, and confirmation bias.

The natural progression of this research was to attempt to alleviate the impact of cognitive
biases on architectural decision-making. In this pilot study, we performed a simple B level [78]
debiasing intervention. We recorded 2 groups of students who were designing and implementing a
system as part of their university curriculum. One of the groups took part in a simple presentation
where they were informed about cognitive biases and how they may impact their project’s
architecture.

We recorded two separate project meetings for both groups and compared the arguments they
used during their group discussions. In this case, the intervention turned out to be ineffective -
the group that took part in the workshop used more biased arguments during their conversations
than the non-debiased students.

However, this study had a major merit. We analyzed the conversations to find how exactly each
bias impacted the team. The three researched biases (anchoring, optimism bias, and confirmation
bias) were found to interact with each other — an effect which, in this thesis, is called the "wicked
triad."

In accordance with these findings, proposed a set of debiasing techniques. These were:

e Listing drawbacks by the person proposing a solution: since usually, the first mention of a

solution resulted in anchoring on its benefits.

e Listing risks: since optimism bias and confirmation bias mainly impacted the overall
atmosphere (not the architectural arguments) of the meeting, making team members unlikely
to consider any risks.

e Assigning somebody to monitor the meeting for the "We already decided on that, why
discuss this more?" argument: This argument was usually a sign that confirmation bias was

stopping the participants from discussing solution alternatives.

The development of the above debiasing techniques would not have been possible without

this pilot study. Chapter 7 presents their experimental validation.
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6.2. Abstract

The impact of cognitive biases on architectural decision-making has been proven by previous
research. In this work, we endeavour to create a debiasing treatment that would minimise the
impact of cognitive biases on architectural decision-making. We conducted a pilot study on
two groups of students, to investigate whether a simple debiasing presentation reporting on the
influences of cognitive biases, can provide a debiasing effect. The preliminary results show
that this kind of treatment is ineffective. Through analysing our results, we propose a set of

modifications that could result in a better effect.

6.3. Introduction

The occurrence of cognitive biases is inherent to the human mind, and as such, can influence
all individuals taking part in the software development process [14]: developers [20], architects
[22], designers [15], testers [154].

In particular, cognitive biases have been proven to distort architectural decision-making [77]
by influencing software architects’ reasoning [22]. This influence can be particularly strong,
since every systems architecture is actually a set of design decisions [155] made by individuals.
Thorough education about cognitive biases turned out to significantly improve software effort
estimation [29], which is severely afflicted by cognitive biases [16]. Similarly, in this work
we examine, (RQ) whether educating software architects about cognitive biases can provide a
beneficial debiasing effect, which increases the rationality of decision-making.

In order to answer this question, we designed an experiment and ran a pilot study on two
groups of students. The preliminary findings show that educating engineers about the possible
impact of cognitive biases is not sufficient to mitigate the influence of cognitive biases on design
decisions.

Therefore, more advanced debiasing techniques are needed. We analysed how exactly
cognitive biases influenced various elements of the conversation (arguments, counterarguments,
and general conversation). Based on that, we proposed additional debiasing techniques that can
be used in order to create a more effective debiasing treatment. We plan to perform a modified
version of this experiment, on a larger sample, in the near future. Our long time objective is to

develop effective, debiasing techniques for architectural decision-making.
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6.4. Related Work

The concept of cognitive biases was introduced by Tversky and Kahneman in their work about
Representativeness, Availability and Anchoring biases [33]. Cognitive biases are a by-product
of the dual nature of the human mind — intuitive (known as System 1) and rational (known as
System 2) [11]. When the logic-based reasoning of System 2 is not applied to the initial decisions
of System 1, we can say that the decision was biased.

Software architecture, defined as set of design decisions [155], is influenced by various human
factors [75]. One of these factors are cognitive biases [77]. Their influence on architectural
decision-making has been shown as significant in recent research [22] [77] [23] [26]. When no
debiasing interventions are applied, the consequences of such biased decisions can be severe —
for example resulting in taking on harmful Architectural Technical Debt [156].

In the domain of architecture decision-making, various debiasing techniques were proposed
[77], [156]. The use of techniques that prompt designers to reflect on their decisions, have turned
out to be effective in improving the quality of the reasoning behind design decisions [157].

Debiasing, by educating software developers about the existence of cognitive biases and their
influences, has recently been proven to work as a powerful tool in the realm of software effort
estimation [29]. The effectiveness of this approach to debiasing architectural decision making,

has not yet been empirically tested.

6.5. Study Design

6.5.1. Bias selection

Based on the cognitive biases researched previously in relation to software development [14],
as well as biases shown previously as influencing software architecture [26], [156], [77], we

selected three cognitive biases as the subject of the experiment:

1. Anchoring — when an individual over-relies on a particular solution, estimate, information
or item, usually, the first one that they discovered or came up with [33].

2. Optimism bias — when baseless, overly positive estimates, assumptions and attributions are
made [45].

3. Confirmation bias — the tendency to avoid the search for information that may contradict

one’s beliefs [158].
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6.5.2. Data acquisition

In order to obtain the data for our study, we took part in four meetings with two groups of
students that were working on a group project during their coursework. The meetings were
conducted online through the MS Teams platform. Both groups were supposed to plan, design
and implement a system as a part of their course. The topic for the project was at their discretion,
with the only hard requirement being the use of Kubernetes in their solution.

In the case of one of the groups, we prepared a presentation during which we explained the
concept of cognitive biases, and how they can influence architectural decision-making. We
explicitly explained the three researched cognitive biases and gave examples of their possible
influence on the students’ project. We did not mention anything about cognitive biases or
debiasing to the second group.

The meetings proceeded as follows:

1. We asked the participants for their consent to record the meeting and to use their data for
the purpose of our research.

2. In the case of the debiased group (Team 2), we showed them our presentation about cognitive
biases in architectural decision-making. We did not perform this action with the other group
(Team 1).

3. The meeting continued naturally, without our participation, although a researcher was

present and made notes when necessary.

We also asked the participants to fill in a small survey to obtain basic statistical data about

them.

6.5.3. Data Analysis

The recordings from the meetings were transcribed. In order to identify the cognitive biases,
and their influence on decision-making, we defined a coding scheme presented in Table 6.1. The
codes were applied to indicate the occurrence of the researched biases, as well as the arguments
for and against the discussed architectural decisions.

The first and second author coded the transcripts independently. Then, they used the negotiated
coding [101] method to discuss and correct the coding until they reached a full consensus.

Subsequently, we counted the number of occurrences of each code, and analysed the fragments

of the meetings that were found to have been influenced by cognitive biases.
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Code category Code Definition

Bias — Anchoring KOT Putting too much emphasis on the first piece of
information or idea that was heard/proposed/in-
vented.

Bias — Optimism OPT Naive faith that the unpleasant consequences of
our decisions will not happen. Typical state-
ments include: “It will somehow be.”, “No need
to think about possible problems.”, “Let’s just
start coding, it will be fine.”

Bias — Confirmation POT Not accepting and not seeking information that
is inconsistent with our current beliefs.

Arguments for the deci- | ARG An argument that was in favour of choosing a

sion particular solution.

Arguments against the | PARG A counterargument, against choosing a particu-

decision

lar solution.

6.5.4. Participants

Table 6.1. Coding Scheme

We recorded four meetings with two different groups of students that were working on their

Master’s degrees in Computer Science at Warsaw University of Technology. The students

grouped themselves into teams depending on their own preferences and had to choose a team

leader. The teams consisted of five members each. Most of the students (with a single exception)

had prior professional experience in software development. More detailed information on the

students is presented in Table 6.2.

Age | Gender | Has professional | Job position Experience [years] | Team No
experience?

23 M Yes Data Engineer 1 1 (not debiased)
24 M Yes Software Developer 2.5 1 (not debiased)
23 M Yes Software Developer - intern | 0.1 1 (not debiased)
24 M Yes Cloud/DevOps 3 1 (not debiased)
23 | M Yes Systems Engineer 2 1 (not debiased)
24 M Yes Java Developer 1.5 2 (debiased)

24 M Yes Full Stack Developer 2 2 (debiased)

24 M Yes Java Developer 2 2 (debiased)

23 F Yes Sales Analyst 1 2 (debiased)

25 | M No No professional experience | O 2 (debiased)

Table 6.2. Participant data
6.6. Results

Using the coding scheme presented in Table 6.1, we obtained the following information:
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e The percentage of biased arguments in statements for or against certain architectural
decisions (see Figure 6.1).

e How many arguments for and against certain architectural decisions were made during the
meeting (see Figure 6.2).

e How many of these arguments and counterarguments, were influenced by cognitive biases
(see Figure 6.3)

e How many cognitive biases were present in statements not related to architectural decisions

(see Figure 6.3).

Figure 6.1, which presents the percentage of biased arguments used during the meetings,
shows that Team 1 (non-debiased) used more rational arguments than Team 2 (debiased). This
means that the debiasing treatment — simply informing the participants about the existence of
cognitive biases — was ineffective.

Figure 6.2 shows that there was a significant difference between the amount of arguments and
counterarguments in the discussions. Teams were less likely to discuss the drawbacks of their

decisions than their positive aspects.

Team 1 arguments Team 2 arguments
m Unbiased arguments m Biased arguments m Unbiased arguments m Biased arguments

Figure 6.1. Biased arguments

Team 1 Argument types Team 2 Argument types
Counterargument _ 12 Counterargument _ 17

0 5 10 15 20 25 30 4] 5 10 15 20 25 30 35

Figure 6.2. Argument count

102



6. Is knowledge the key? An experiment on debiasing architectural decision-making - a pilot
study

Figure 6.3 illustrates the number of biased statements, as well as the ratio between the

researched biases depending on statement type.

Team 1 Biases in statements Team 2 Biases in statements
35 20
30
25 15
20
15 10
. . o
; — . = .
Other Statements Counterargument Argument Other Statements Counterargument Argument
B Optimism W Anchoring B Confirmation B Optimism  ® Anchoring  ® Confirmation

Figure 6.3. Biases in statements

In the case of both teams, most cognitive biases were present in statements not related to
architectural decision-making. In this type of discussion, confirmation bias and optimism bias
were the most prevalent. This was usually due to the teams’ need to reassure themselves that
their course of action was correct.

In both teams, most of the biased arguments were influenced by the anchoring bias. This
means that both teams considered an array of solutions that came to their minds first, without
any additional argumentation on why the specific solution is correct. When it comes to coun-
terarguments, against specific architectural solutions, confirmation bias was prevalent in both

teams. This was usually due to the teams’ unwillingness to change a previously made decision.

6.7. Threats to validity

In this work, we describe a pilot study. Its main weakness is the small number of participants
that took part in the experiment. This means that all of our findings are preliminary and cannot
be perceived as final. We plan to perform a modified version of this experiment with a larger

number of teams, to obtain more data to verify our findings.

6.8. Discussion

The team that was not debiased by our presentation used a significantly lower number of
biased arguments. This implies that a simple debiasing treatment, by simply reporting on
the biases is not strong enough to counter the influence of cognitive biases on architectural

decision-making.
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We discovered the typical scenario of bias-influenced architectural decision making. First,
one team member proposes an idea that first came to their mind (an idea prompted by System
1). If the solution does not disturb the current project, other team members are unlikely to give
any counterarguments (only around half of the arguments used were counterarguments) as they
are already anchored on the initial proposition. If the solution requires changes to previously
made decisions, other team members (due to confirmation bias), are likely to give biased
counterarguments to avoid changes. Additionally, the whole atmosphere of the conversation
is heavily influenced by the confirmation bias and optimism bias, making the team unlikely to
notice any errors in their decision-making.

With these findings in mind, we propose (Section 6.9) a set of modifications to our debiasing

approach.

6.9. Research outlook

Since the pilot study showed that a simple debiasing treatment does not help to overcome the

biases, we plan to extend and repeat this experiment with the following modifications:

¢ Since the most biased arguments in favour of a solution were influenced by anchoring, and
participants were overall less likely to use counterarguments — we propose that the person
presenting a solution, should also present at least one drawback.

e Since most biased counterarguments were influenced by confirmation bias, due to the teams’
reluctance to change a previously made decision — we propose that one of the team members
should monitor the discussion and point out the occurrence of such a biased argumentation.

e Since optimism bias and confirmation bias influenced the overall atmosphere of the meetings
— we propose that, at the end of the meeting, after making the initial decisions, teams should
explicitly list their drawbacks. Then, if the need arises, decisions should be changed
accordingly.

e We will add an additional code to the coding scheme - “decision”. Which will mean
the decision that was ultimately made during the meeting. This will enable us to count
how many rational and biased arguments were made in favour of the decisions that were
eventually chosen.

e Instead of a simple debiasing presentation, we will hold a longer debiasing workshop.

During this workshop, we will do more than simply inform the participants about the
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influence of cognitive biases on architectural decision-making. The participants will also be
taught, through a series of practical exercises, how to apply our debiasing techniques.

e The next experiment will be performed on a significantly bigger sample of participants.

6.10. Conclusion

The preliminary results (see Section 6.6) show that a simple presentation about cognitive
biases and their possible influence on architectural decision-making is not an effective debiasing
method. At the same time the pilot study revealed crucial information about how biases influenced
the arguments for and against certain decisions. This made it possible to develop a series of
modifications to our debiasing approach (as presented in Section 6.9) in order to reshape the

entire experiment.
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7.1. Preface

The unsuccessful debiasing intervention presented Chapter 6 has triggered the development
of a more sophisticated, level C [78] debiasing intervention. This intervention has the form of
a debiasing workshop during which participants are informed about cognitive biases and their
impact on architectural decision-making. Finally, they take part in three practical exercises
designed to teach them the debiasing techniques proposed in Chapter 6.

In this paper, we performed an empirical validation through a controlled experiment on student
participants in order to evaluate this workshop. Twelve 2-3 person groups of master’s students
that took part in a software architecture course took part in this experiment. The overall plan of

data gathering was:

e Phase 1: Designing an architecture as part of a given task (without debiasing),

e Phase 2: The debiasing workshop,

e Phase 3: Designing an architecture (different from Phase 1) as part of a given task (after

debiasing).

Then, we compared the quality of the argumentation used by student groups before and after
the debiasing workshop.

The experiment turned out to be successful, 10 out of 12 groups reasoning improved (became
more rational) after the workshop. However, this was the case not because the number of biased
arguments and counterarguments decreased - but because the number of non-biased statements
increased. Additionally, contrary to our predictions, we found that the technique of "having a
person monitor the meeting to counter confirmation bias" did not have a major impact.

The success of the debasing treatment presented in this study was a step towards the
ultimate goal: debiasing experienced practitioners. As such, an additional verification on

practitioners was performed and presented in Chapter 8.
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7.2. Abstract

Cognitive biases distort the process of rational decision-making, including architectural
decision-making. So far, no method has been empirically proven to reduce the impact of
cognitive biases on architectural decision-making. We conducted an experiment in which 44
master’s degree graduate students took part. Divided into 12 teams, they created two designs
— before and after a debiasing workshop. We recorded this process and analysed how the
participants discussed their decisions. In most cases (10 out of 12 groups), the teams’ reasoning
improved after the workshop. Thus, we show that debiasing architectural decision-making is an
attainable goal and provide a simple debiasing treatment that could easily be used when training

software practitioners.

7.3. Introduction

Cognitive bias is a term that describes an individual’s inability to reason entirely rationally;
as such, it prejudices the quality of numerous decisions [19]. Researchers have observed
the influence of cognitive biases on day-to-day software development over two decades ago
[158]. Since then, it was proven that almost all software development activities are affected by
cognitive biases to some extent [14]. Architectural decision-making in particular is not exempt
from the influence of cognitive biases [22], [19]. However, research on debiasing architectural
decision-making is scarce [14], with a clear lack of empirically proven debiasing methods that
could be used in practice [21]

In this paper, we endeavour to create an effective debiasing treatment, through expanding on
our previous work [159]. The debiasing treatment that we designed consists of an hour-long
workshop during which individuals learn about cognitive biases in architectural decision-making
(ADM) and take part in three practical exercises. We tested the effectiveness of this debiasing
treatment in an experiment, in which 44 master’s level graduate students took part. Our study
was aimed at answering the following research question:

RQ. Is a training workshop an effective method of reducing the impact of cognitive
biases on architectural decision-making?

Through our study, we show that debiasing ADM is an attainable goal, since in most cases (10
groups out of 12) the debiasing treatment was successful. Our workshop provides a debiasing
effect and, because of its simplistic design — it can easily be used to train software practitioners

to make more rational decisions.
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This paper is organised as follows. In Section 7.4 we describe research related to the subject of
our study. Section 7.5 presents the research method, and in particular: the design of the debiasing
workshop, our experiment, the study participants and how we analysed the obtained data. Section
7.6 contains the results of our experiment. In Section 7.7 we discuss our findings. The threats
to validity are explained in Section 7.8. Finally, in Section 7.9 we provide a conclusion and

describe possible future work.

7.4. Related work

Cognitive biases impact how decisions are made by every human being. In particular, they
heavily influence intuitive decisions made under uncertainty [160]. This effect occurs due to
the dual nature of the human mind, which comprises intuitive and rational decision-making
subsystems [11]. Fischoff [78] describes four levels of debiasing (reducing the effect of bi-
ases) treatments: (A) warning about the biases, (B) describing typical biases, (C) providing
personalised feedback about the biases, (D) an extended programme of debiasing training.
Cognitive biases influence on architectural decision-making. Tang [22] described how
distorted reasoning may impact software design, by providing a set of examples of biased
statements that software designers may use during their work [22]. As software architecture is
actually a set of design decisions [6], it may be heavily affected by architects’ biases. This makes
reducing the impact of biased decision-making an important endeavour in the area of software
architecture (see also [19], [26]).

Debiasing architectural decision-making. Although there are various guidelines and practices
for improving architectural decision-making [74], [80], there is a severe lack of empirical
research on treatments for undesirable behavioural factors in the realm of ADM [21]. There is a
small amount of research on debiasing in Software Engineering. So far, the existing research
has rarely proposed debiasing approaches, and empirical validation of the proposed debiasing
methods [14] is even less frequent. Notably, Shepperd et al. [29] proposed a successful treatment
that improved software effort estimation, through a two- to three-hour-long workshop about
cognitive biases. Our team attempted an empirical validation of an anti-bias treatment for ADM
[159], but it turned out not to be successful. This may be due to its several weaknesses:

1. We informed the participants about biases through a simple presentation. This treatment

is on the lower levels (A and B) of Fischoff’s debiasing scale [78]. In comparison, the
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successful treatment proposed by Shepperd et al. [29] included a workshop and giving
personalised feedback (level C debiasing).

2. In order to evaluate whether the treatment provided the desired effect, we compared the
performance of two groups of students — one that was shown the presentation, and one
that was not. However, this approach does not take into account the teams’ individual
traits. Those traits may make them more or less susceptible to cognitive biases from the
start. It is possible that, when comparing a single team’s performance before and after the
presentation, the results may have been significantly different.

3. The sample (2 groups consisting of 5 students) was rather small.

This paper summarises our subsequent research that was aimed at developing a successful

debiasing treatment by overcoming the above shortcomings.

7.5. Research Method

The three-hour-long experiment was performed during a meeting on the MS Teams platform.
The experiment plan has been made available online [161]. While planning the experiment, we
enhanced most steps from our previous approach [159] to both improve the debiasing treatment
itself and the validity of the experiment. The basic steps of the experiment included:

1. Preparing the debiasing workshop.
2. Gathering participants.
3. A series of three-hour long meetings during which we conducted the experiment, which
consisted of three steps:
a) Task 1 —a 1 hour-long ADM task.
b) The debiasing workshop.
¢) Task 2 —a 1 hour-long ADM task.

4. Analysing the teams’ performance during the first and second tasks.

7.5.1. Biases

The debiasing workshop was designed to counter three biases that in previous research turned
out to be exceptionally influential on architectural decisions [19], [162] and their impact on

software engineering overall has already been researched extensively [14] :

1. Anchoring — a biased preference towards initial starting points, ideas, solutions [160].
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2. Confirmation bias — when the currently desired conclusion leads the individual to search for
confirming evidence, or omitting other information [26].

3. Optimism bias — an inclination towards overly optimistic predictions and judgements [14].

7.5.2. Architectural decision-making task

Each team of participants performed the task twice: before and after the debiasing workshop.
The theme (the problem that was to be solved) was different in each task. The task was to design
an architecture that could be used as a solution to a given theme, and to record the design using
the C4 model notation [163]. The task itself was known to the participants before they took part
in the experiment, in order to allow them to prepare and learn more about the C4 model. This
was not the case for the themes. All the tasks were supposed to be graded as part of the students’
software architecture course. However, the students were given over a week after the experiment
to finish and polish their design. During both architectural design tasks, the researchers did not

take an active part in the architecting.

7.5.3. Debiasing Workshop Design

The full workshop plan with instruction for workshop organisers have been made available

online [161]. The workshop was designed to teach three debiasing techniques:

e The anti-anchoring technique: having proposed an architectural solution, the individual that
presents it must explicitly list one disadvantage of the solution.

e The anti-confirmation bias technique: one team member has to monitor the discussion for
unjustified statements that dismiss new information and ideas. Such as “We already decided
that”.

¢ The anti-optimism bias technique: the team must explicitly mention the risks associated

with the design decisions.

These specific techniques were proposed previously as a result of our previous work [159]
where we analysed, in detail, how each of the three researched biases usually impacted the teams
that took part in the study. However, during that study, the effectiveness of these techniques
was not validated. For each of these three techniques, the participants had to actively perform
a practical exercise. In this phase of the experiment, the researchers actively facilitated the
workshop by encouraging participants to use the debiasing techniques, providing them with
examples of the techniques’ use, and prompting the participants when they forgot to use the

technique that they were supposed to apply.
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7.5.4. Sample

The participants were recruited from among master’s level graduate students majoring in
Computer Science in our Faculty. These graduate students in particular, were taking a Software
Architecture course. Although participation could be part of their graded project, it was voluntary.
There was an alternative, traditional way, to obtain a grade. At the start of the MS Teams meeting,
participants filled a questionnaire that allowed us to obtain basic data about them. Overall,
61% of the participants had prior experience in software development, ranging from 0.3 to 3
years. The questionnaire and its results, containing detailed information about the participants, is

available online [161].

7.5.5. Analysis

For the analysis, we used a modified approach of our method from our previous study [159].
In order to analyse the results, we transcribed all recordings of the tasks, during which the
participants’ created their design. In order to inspect how biases impacted architectural decisions,
we applied the hypothesis coding method [164]. This means that we defined a set of codes to be
used to mark relevant segments in the transcript in advance, prior to the analysis. The coding
scheme and all specific code counts have been made available online [161].

Each transcript was first coded by two researchers separately. Then, all of the codes were
negotiated [101] until the coders reached a consensus on each code. Additionally, no transcript
was coded by the same researcher that conducted the particular meeting with the participants.
Furthermore, we summarised the overall number of codes only twice, after coding 6 and 12
transcripts, to avoid a situation where we would unconsciously chase after a desired number of
biased or non-biased arguments in a particular transcript.

Having coded the transcripts, we compared how many biased and non-biased statements/de-
cisions were present before and after the workshop. We defined: (a) a biased decision as one
impacted by more biased statements than rational arguments, (b) a non-biased decision as one
impacted by more rational arguments than biased statements, (c) neutral decisions as ones
impacted by an equal amount of biased and non-biased statements. We also counted the amount

of bias influences and the usage of the debiasing techniques during the tasks.

7.6. Results

Through the analysis process we uncovered the specifics about arguments, decisions, bias

occurrences and the use of debiasing techniques in the teams’ Task 1 and Task 2 transcripts. All
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p-values mentioned in this section were calculated using the non-parametric Wilcoxon Signed
Rank Test. Through this test, we evaluated whether the changes in specific measured values were
statistically different (when the p-value was less than 0.05). All specific numbers for code counts

for each team are available online [161].

7.6.1. Arguments.

We classified these arguments as either biased (i.e. affected by one or more of the researched
biases) or non-biased. Overall, we found 1470 arguments and 487 counterarguments. 54% of the
statements before the workshop were biased, compared to 36% after. In general, the percentage
of biased arguments decreased after the workshop in the cases of all teams except one.

The increased number of non-biased arguments (p-value = 0.0024) and non-biased counterar-
guments (p-value = 0.0005), and the decrease of the percentage of biased statements (p-value =
0.002) were significant. However, the changes in the number of biased arguments (p-value =

0.1973) and counterarguments (p-value = 0.8052) can not be considered significant.

7.6.2. Decisions.

Overall we found 641 decisions - 266 biased, 281 non-biased and 94 neutral. 52% of decisions
before the workshop were biased, compared to 31% after. Only one had a larger percentage of
biased decisions after the workshop. In the case of all the other teams, the percentage of biased
decisions decreased. The increase in the number of non-biased decisions (p-value = 0.0024) and
the decreased percentage of biased decisions (p-value = 0.0020) were significant. However, the

change in the number of biased decisions (p-value = 0.0732) can not be considered significant.

7.6.3. Cognitive biases.

Overall, we found 1110 bias occurrences - 558 before and 552 after the workshop. The
sum of these counts is different from the number of arguments since: (a) it was possible for
various biases to influence one argument, (b) some biased statements were not connected to any
architectural decision.

There was no significant change in the overall number of biases between Task 1 and Task
2 (p-value = 0.8647). This means that the debiasing effect (the smaller percentage of biased
decisions and arguments) was not achieved by decreasing the number of bias occurrences during
the tasks. In fact, the effectiveness of the debiasing treatment comes from increasing the number

of non-biased arguments.
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7.6.4. Debiasing techniques.

We compared the amounts of technique uses before and after the workshop, since it was
possible for participants to spontaneously use a specific technique during Task 1. We identified
133 uses of the proposed techniques - 26 techniques before and 107 after the workshop.

The number of uses of the practices increased significantly during Task 2 (p-value = 0.0005).
However, three teams did not increase their use of the anti-bias techniques substantially after the
workshop. Despite this, these teams’ percentage of biased arguments and decisions decreased
during Task 2. Additionally, two teams, despite using a higher number of debiasing techniques
during Task 2, had more biased decisions and more biased arguments during Task 2.

Overall, the anti-optimism technique was used most often (15 before and 57 after workshop),
while the anti-anchoring technique was used less often (3 before and 30 after workshop), with the
anti-confirmation bias technique rarely being used at all (8 before and 20 after workshop). This
may be because listing risks came most naturally, while the other two techniques may require

much more effort to be used correctly.

7.7. Discussion

Our results show that the debiasing treatment through the debiasing workshop we designed
was successful, both improving the quality of argumentation and design decisions. However,
there are some particularities worth discussing in detail, which may help to significantly improve
our approach in the future.

Firstly, our approach did not significantly decrease the number of cognitive bias occurrences,
biased arguments and biased decisions that impacted our participants (see Section 7.6). Instead,
we managed to improve the number of rational arguments and decisions present in the teams’
discussions, through which the percentage of biased arguments and decisions decreased. This
means that, while it may not be possible to completely get rid of cognitive biases, other ways of
rationalising decision-making are possible and could be pursued.

Secondly, the team whose decisions improved the most was the one that had the worst result
in Task 1. Furthermore, the team that improved the least was the one with the best result in Task
1. This may mean that, while our treatments successfully improve the performance of initially
biased individuals, it may not be as impactful in the case of individuals that were initially less

impacted by biases. Since our participants were students with up to three years of professional
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experience, we do not know yet how different the debiasing effect would be on experienced
practitioners (who may be initially less impacted by biases).

Finally, the failure of two teams led us to explore the transcripts in detail. After that, we
noticed that their performance dropped at one point, when the participants simply became tired
(which they expressed verbally). This is in line with Kahneman’s [11] explanation for the
existence of two systems — using System 2 is physically exhausting and no human can use
it indefinitely. Thus, time for rest may be a crucial factor to bear in mind while attempting

debiasing.

7.8. Threats to Validity

Conclusion validity: We used non-parametric tests to examine whether the observed changes
in the measured values were significant.

Internal validity: We put significant care into designing the experiment and setting the
environment so that no factors other than the workshop influenced the students. The teams did
not know the themes for their tasks before the study, and did not have more than 10 minutes of
time to interact with the environment outside during the experiment. Finally, to decrease the
chances of the researchers distorting the results during the analysis, we used negotiated coding
[101] and calculated the results (code counts) for the transcripts only twice.

Construct validity: Our method also improves on the one used in our previous study [159]
by taking into account not only arguments and biases but also decisions. This factor is crucial
since it is possible that, while the overall argumentation may improve, a team can lack regularity
when using rational arguments, thus still making numerous biased decisions nonetheless.

External validity: Our study’s weakness is that our participants were all students. While

most of them had professional experience, it was limited.

7.9. Conclusion and Future Work

In this paper we explored whether debiasing through a training workshop is an effective
method of reducing the impact of cognitive biases on ADM (RQ). We designed such a workshop
and examined its effectiveness (Section 7.5). The results show that the debiasing treatment
is effective (Section 7.6), although it does not completely eliminate the impact of the biases

(Section 7.7).
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Through this work, we show that designing a successful debiasing treatment for cognitive
biases in ADM is possible, and propose an effective treatment that can become a foundation for
future research. Future research can focus on: testing different debiasing techniques, debiasing
that takes into account other cognitive biases, exploring the workshop’s effectiveness in debiasing
experienced practitioners.

Practitioners can use the presented [161] debiasing workshop for training purposes.
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Article title

Debiasing Architectural Decision-Making: Teaching
Software Practitioners.

Authors Klara Borowa, Rodrigo Reboucas de Almeida, and
Marion Wiese.
Status Ongoing review
Contribution | Original research idea, research method design, part of
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8.1. Preface

This paper presents a yet unpublished study, which addresses the main limitation of the
study from Chapter 7: that it was yet unclear if a similar debiasing effect can be obtained with
practitioner participants in the context of real-life projects.

The workshop in this study is of similar design as the one from Chapter 7, with two key

differences:

¢ Since the practice of "monitoring the conversation for confirmation bias" did not result
in any visible outcomes, we replaced this debiasing technique. Instead, this study’s
participants explicitly list architectural alternatives — which is supposed to counter the
dangerous combination of anchoring on one solution and then ignoring other possibilities
caused by confirmation bias. This technique is also considered a standard architectural
decision-making technique [94].

e We added examples illustrating the use of each technique in the workshop.

Overall, 18 practitioners from 3 countries (Brazil, Germany and Poland) took part in the study.

They were recruited in pairs, practitioners from one pair had to meet the following criteria:

e They worked on at least one project together;
e They could share details about this system’s architecture;
e They worked in similar roles which allowed them to understand and discuss the system’s

architecture.

One person from each pair participated in the debiasing workshop (workshop group partic-
ipant), and the other did not (control group participant). Then, both took part in think-aloud
sessions where they discussed how an existing architecture could be improved. We compared
the argumentation used by the control group and workshop group participants.

Overall, the following positive effects were observed in debiased participants, in comparison
to the control group:

e Reduced number of biases,

¢ Increased number of debiasing techniques,

e Decreased number of biased arguments in favor of particular solutions,

¢ Increased number of on-biased arguments and counterarguments.

The only unexpected side effect that occurred was a slight increase in biased counterargument

count.
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Through the analysis of the participant’s results, we found that additional factors should be
taken into account when attempting to debias practitioners:
e Overuse of low-quality counterarguments,
e Socio-cultural factors —such as respect for leaders, which may have the last word when
discussing architectural decisions,
e Practitioner’s confidence level — most experienced practitioners are more susceptible to
biases,
¢ Discussing too many architectural decisions in a short time span — this makes practitioners
less focused on high-quality argumentation.
For each of these factors, teaching strategies meant to overcome these hurdles are presented in

this paper.
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8.2. Abstract

Cognitive biases influence decision-making in various areas, including architectural decision-
making, where architects face many choices. Prior research suggests that training individuals
in debiasing techniques during a practical workshop can help reduce the impact of biases. Our
goal was to design and evaluate a debiasing workshop designed for experienced practitioners.
To test the workshop’s effectiveness, we performed an experiment with 18 practitioners split
into control and workshop group pairs. We recorded and analyzed their think-aloud discussions
about improving real-world architectures. The workshop successfully reduced the impact of
all three researched biases (anchoring, confirmation bias, and optimism bias) and increased the
number of arguments and debiasing techniques used by participants. We identified factors that
may reduce the effectiveness of debiasing through such workshop: (1) overuse of low-quality
counterarguments, (2) socio-cultural factors, (3) confidence level, and (4) discussing too many
architectural decisions in a short time span. Overall, we recommend using this workshop as a
basis to educate architects and experienced developers, who usually make architectural decisions,
about typical harmful influences of cognitive bias on their work and how to avoid them. Finally,
we give suggestions on how to improve teaching about architectural decision-making even

further, based on this study’s findings.

8.3. Introduction

Cognitive biases are systematic errors caused by the heuristics the human mind uses to
reduce the complexity of various tasks [160], including decision-making. Cognitive biases
distort human decision-making in various domains: from clinicians making erroneous medical
diagnoses [165] to software developers copying source code without reading it [20]. In 1995,
Stacy and Macmillan [158] first observed the possible impact of cognitive biases in the realm of
software engineering. They noticed that representativeness, availability bias and confirmation
bias can influence software developers’ daily activities. Since then, research on cognitive biases
in software engineering has significantly expanded [14]. The influence of cognitive biases
is particularly impactful in the field of architectural decision-making (ADM)[22] [77] since
software architecture can be considered as a set of design decisions [6]. However, few studies
have focused on behavioral factors (i.e. psychological and human aspects) in ADM, and even
fewer have contained any empirical validation of decision-making techniques [83]. Notable

example of studies that have focused on improving the process of ADM include those that assess
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the usefulness of reflection by Razavian et al. [79] (experiment on students), and Tang et al.
[157] (experiment on students and professionals).

Debiasing is a process that improves one’s judgment by using techniques decreasing the
impact of a particular cognitive bias [78]. Teaching software practitioners through a workshop
can effectively mitigate some influence of cognitive biases [29]. As far as we know, the only
empirically tested debiasing training for ADM was conducted on a group of students with limited
experience in software development [166]. This study had students perform theoretical tasks
and compared the students’ performance based on various different architectures. Given the
doubts expressed by the software engineering community about the validity of the findings in
experiments with student participants [167], [168], determining whether such training can be
effective on experienced practitioners is invaluable. Therefore, the goal of this study is to conduct
a debiasing intervention with experienced practitioner participants.

As such, we strive to answer the following research question:
RQ: How are experienced practitioners influenced by the proposed architectural
decision-making debiasing workshop?

In particular, we explored whether the following two positive effects would appear:

e Would the workshop decrease the number of cognitive bias occurrences?

e Would the workshop increase the participant’s use of debiasing techniques?

To answer this research question, we performed nine controlled experiments with 18 experi-
enced software practitioners, divided into control and training(workshop) groups. Participants
were recruited from three countries ([hidden for double-blind review]) and eight companies.
This study’s main contributions include:

1. The design and empirical evaluation of a workshop that reduces biases impacting practi-
tioners. Our workshop was successful in decreasing the occurrence of all three researched
biases (anchoring, confirmation bias, and optimism bias).

2. A workshop that had two statistically significant improvements: (1) increasing the number
of non-biased counterarguments used by practitioners, and (2) making the participants list
different solution alternatives.

3. We found that the following factors can negatively impact debiasing effects: (1) overuse of
low-quality counterarguments, (2) socio-cultural factors, (3) confidence level, and (4) dis-

cussing too many architectural decisions in a short time span.

Section provides information on previous research relevant to this study. Section describes
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the specifics of our research method. The results of the experiment are presented in Section and
discussed in Section . Section explores the threats to validity. Finally, we summarize this study

in Section .

8.4. Related work

8.4.1. Cognitive biases

The seminal work of Tversky and Kahneman from 1974 [160] introduced the concept of
cognitive biases and described three of them: representatives, availability, and anchoring.
In their work, the researchers found that human beings rely heavily on heuristics during the
decision-making process while often being blind to logical, statistical facts.

These findings later evolved into the dual process theory, describing the human mind as
divided into Systems 1 and 2. System 1 performs fast and intuitive decisions that heavily rely
on heuristics. Inversely, System 2 performs slow decisions that are logical and rule-based. By
using energy mainly for important decisions (System 2), this natural phenomenon allows the
human body to save precious energy when making simplified decisions (System 1). However,
humans are prone to using energy-saving System 1 for decision-making, even in cases that
require rule-based thinking. In that case, cognitive biases might occur [12].

As a counterpoint to biased reasoning, rational reasoning can be described based on the
research by William James [31] as having two components: (1) perception of a specific piece of
factual information, and (2) a logical consequence of this information [31].

Viewing software architecture as a set of design decisions is a well-established concept [6]. It
has resulted in a substantial amount of research regarding issues related to ADM, such as docu-
menting architectural decisions [169], models of architectural decisions [81], decision-making
best practices [94], and human aspects of ADM [75], particularly cognitive biases [77].

The impact of cognitive biases on ADM can have severe consequences, such as designing
sub-par solutions [170] or incurring dangerous architectural technical debt [171].

Based on previous research on cognitive biases in ADM [26], [77], [171], as well as the most
often researched biases in software engineering [14], this study focuses on the following three
cognitive biases: anchoring, confirmation bias, and optimism bias.

Anchoring bias is the decision-maker’s preference for initial information/ideas/solutions

(which then become an ‘anchor’) [160]. Anchoring may, for example, influence developers by
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Table 8.1. Participants (W-workshop group / C-Control group)

No. | Pair | Group | Age | IT Role Company Company
No. (years)| exp. domain size
(years) (employees)
1 P1 | W 28 7 Developer Digital  pay-| 21-100
) ment
) P1 | C 28 2 Developer Digital  pay-| 21-100
ment
3 P2 W 40 18 Analyst Digital  pay-| 21 - 100
ment
4 P2 | C 37 5 Product Man- | Digital pay-| 21 - 100
ager ment
5 P3 | W 52 20 Developer Media over 8000
6 P3 | C 59 38 Developer Media over 8000
7 P4 | W 42 20 Developer Marketing Ser- | 101-500
vices
8 P4 | C 40 20 Developer Marketing Ser- | 101-500
vices
'% 9 P5S | W 42 20 CTO Finance 101-500
S|110 |P5S | C 52 30 Architect Finance 101-500
11 | P6 | W 39 7 Architect Signal process- | 500-5000
ing
12 | P6 | C 59 38 Systems Engi- | Signal process- | 500-5000
neer ing
13 | P7T | W 46 20 Architect Retail over 5000
14 | P7 | C 41 19 Architect Retail over 5000
15 | P8 | W 29 5 Developer Education 500-5000
16 | P8 | C 30 4 Developer Education 500-5000
17 | P9 | W 39 20 Project Man- | Government 101-500
ager
18 | P9 | C 42 19 Systems Devel- | Government 101-500
opment Coor-
dinator

fixating them on the first numerical estimate that appears during a conversation, which may cause
their time estimates to be inaccurate [172].

Confirmation bias is the tendency to purposefully search and interpret information to verify
one’s beliefs [116]. An example of confirmation bias would be developers’ proneness to writing
unit tests proving that the software works correctly instead of finding defects [154].

Optimism bias is the overestimation of the probability of positive future outcomes [173]. An
example of optimism bias is its impact on project risk management, where individuals ignore

potential risks while they focus on the pros of their preferred choices [174].
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8.4.2. Debiasing

Debiasing refers to the process of identifying and mitigating cognitive biases that may affect
decision-making. Possible types of debiasing treatments can be described using the levels
proposed by Fischhoff [78]. A and B-level treatments are usually a lecture or some other method
of informing practitioners about cognitive biases (A) and how they may impact practitioners
(B). Levels C and D require more organizational resources: a C-level treatment requires giving
personalized feedback to each debiased person, and the D-level requires extensive long-term
training.

In the field of software engineering, two notable C-level debiasing treatments were reportedly
successful. Firstly, rationalizing development time estimates by Shepperd et al. [29], where
researchers purposefully anchored software developers on pessimistic estimates to counter
over-optimistic predictions. Secondly, in ADM, in their short paper, Borowa et al. [166] reported
achieving a debiasing effect on a group of student participants. However, the debiased students
were not impacted by biases less often, but instead used more non-biased arguments in their
reasoning. Additionally, the students performed purely theoretical tasks and their performance
was compared through them performing two different tasks before and after a workshop.
However, neither this nor any other recent study ascertained whether the effect on experienced
practitioners, and real-life architectures, would be similar. Through our study, we have strived
to empirically verify whether a debiasing workshop is effective for experienced practitioners,

working on existing architectures.

8.5. Method

In this study, we ran an experiment with practitioners built on top of an existing debiasing
workshop structure [166]. However, we adapted the workshop and experiment as explained in
the following subsections.

The study was divided into two phases: a pilot phase with two experiments, i.e. two pairs of
practitioners from one company and the main experiment with seven pairs of practitioners for
different companies. While we present some results from the pilot in this paper, the study plan
underwent major changes between these phases, which led us to exclude the pilot’s data from
quantitative calculations (i.e., code count averages and p-values). The differences between the

pilot and the main study are also explained in the respective subsections.
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Figure 8.1. Study steps

8.5.1. Sample

We recruited participants through convenience sampling from our network in three countries
[hidden due to the double-blind policy]. Convenience sampling was the most appropriate method

of acquiring participants for two reasons:

e The experiment required participants to discuss existing systems used by their companies.
As such, participants needed to trust the researchers to handle sensitive data appropriately,
which allowed us to face real-world designs instead of theoretical examples.

e We needed to find pairs of practitioners who worked together on developing the same
system and its architecture and had similar roles in the development team. Explaining the

nuances to the participants required personal discussion with one of the researchers.

The participants were informed beforehand that the experiment was related to improving
ADM and about the overall steps of the experiment. However, they were not informed that
the research was connected with cognitive biases, had no access to the workshop materials
beforehand and did not know what tasks they would perform during Step 4 of the experiment.
No pair of participants had the chance to contact another pair to disclose such information.

We finished the data gathering for the main experiment after seven participant pairs partici-
pated. In the domain of usability testing, where think-aloud protocol studies are widely used,
a group of five participants is considered big enough to perform a study [175]. However, we
planned to use the non-parametric Wilcoxon Signed Rank Test [176] to calculate p-values of
code counts during the analysis. Therefore, we opted for a slightly larger amount of participants
since this method is only suited to yield results for at least seven sample pairs. Table 8.1 presents

the basic information about the participants, such as experience, role, and domain.
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8.5.2. The experiment

In this study, we ran an experiment with practitioners, built on top of an existing debiasing
workshop structure [166]. However, we made differences on four specific points.

First, we replaced the least effective debiasing practice, which was that one person monitored
a discussion for confirmation-bias-influenced statements. Instead, our participants were taught to
list multiple solution options for their architectural decisions. Second, we compared the results
for the same architectural task done by similar people by comparing pairs of participants, where
one attended the workshop (the workshop group) and the other did not (the control group). In
contrast, in the experiment of [166], researchers compared varying tasks done before and after
the workshop by the same students. Third, our participants were all experienced practitioners, as
described in Section . Fourth, the designs discussed in the experiment were real-life cases from
the participants’ companies.

The experiment itself consisted of the following four steps (see Figure 8.1):

1. Step 1: Discussing existing architecture (around 30 min.): Both practitioners took part in
a meeting with one researcher. Firstly, they were asked to fill out a simple questionnaire
to gather demographic data about themselves (age, experience, role in the company, etc.).
Then, they were asked to explain to the researcher the architecture of a system they had
both worked on previously. Practitioners had to draw a simple “boxes and arrows” diagram
of the architecture, explain the context of the project, and give the researcher the following
information: (1) the overall idea behind the system, (2) the system’s main components, (3)
relationships between components, and (4) the technologies used. This way, we ensured
that both practitioners knew the architecture at the same level.

2. Step 2: Debiasing workshop (around 60 min.): During this step, the workshop group
participant took part in the debiasing workshop, as described in Section . The control group
participant had a break.

3. Step 3: Break: Research on cognitive biases [12] notes that rational logic-based thinking
is physically exhausting. To avoid tiring the workshop group participants more than the
control group participants, there was always a break before the last step of the experiment.
The time of the break varied but always spanned the time of at least one meal.

4. Step 4: Architecture improvement (around 30 min.): Both participants were asked to identify
issues with the system’s architecture that they presented during Step 1. After that, they were

asked to explain what improvements they would propose in order to resolve these problems.
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The participants were requested to note the changes on the boxes-and-arrows diagram from
Step 1 if appropriate.

In the pilot run with two pairs, we allowed participants to discuss these issues and issues’
solutions together. However, in one pilot experiment, we noticed that this approach caused
one of the participants to omit their opinions. This could be caused by the fact that the other
participant was their superior and dominated the discussion.

In the main experiment, we changed our data gathering approach to a “think-aloud
protocol” session [177]. This method was suggested by Razavian et al. [83] for studying
behavioral factors in ADM. Accordingly, the participants proposed their improvements
separately in the subsequent sessions to avoid interference between them. To understand the
participants’ thought processes, they were asked to voice their thoughts, i.e., “think aloud”,
during the whole process. We could not use evaluation methods such as questionnaires or
having the participant write down their argumentation since cognitive biases occur during an
individual’s thought process, and their occurrence may not be visible when the participants

have additional time to curate their answers.

The experiment’s Step 4 was recorded, with the audio recordings transcribed for further
analysis. All the experiment sessions were performed in the native language of the participants
by a native-speaking researcher, who subsequently translated the transcript to English to make
it accessible to all the authors. We allowed participants to choose between on-site and online
participation. Four experiments were performed during a personal meeting (two pilot and two
main), and five were held online (all main). The experiment plan is available as part of the

additional material [178].

8.5.3. Debiasing Workshop

Our workshop was an intervention that included not only informing about cognitive biases
and the specific effect that they may have on the participants but also training the participants
through a teaching experience with personalized feedback. Therefore, it is a level C debiasing
intervention on Fischoff’s debiasing scale [78]. Such an approach proved effective in debiasing
software developers to increase the accuracy of effort estimates [29].

Overall, the workshop comprised (1) a short lecture about cognitive biases and the work of
Daniel Kahneman and Amos Tversky in general [160] [12], (2) an explanation of how cognitive

biases affect ADM in particular, (3) a design session during which the participant was supposed
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to design a solution for a fictional architecture task and make use of the debiasing techniques.
We taught the following debiasing techniques to the participants:

1. Generating multiple solution options: This technique aims to counter anchoring and
confirmation bias. This bias combination may lead architects to overlook issues with a
solution (confirmation bias) after deciding on an initial one (anchoring). We propose this
technique since it is a basic reasoning technique suggested by many ADM researchers
[94] [179] [180].

2. Listing at least one drawback of the solution alternative: This technique is targeted towards
countering the effects of anchoring, since anchoring often leads designers to be over-focused
on one solution’s advantages [166]. (Drawbacks, unlike risks, always have an impact on the
solution, e.g. a particular component’s license is expensive.)

3. Listing at least one risk associated with the solution alternative: Since individuals are prone
to over-optimistic predictions, explicitly discussing risks is targeted towards countering
optimism bias [166]. (Risks, unlike drawbacks, can have an impact on the solution. However,
the impact of a risk is determined by its probability of occurrence, which means there is a
possibility that the risk may not occur at all.)

The researcher leading the workshop demonstrated the debiasing techniques with an example
and actively assisted the participants in the design session when they were struggling with the
techniques. This was done to provide personalized feedback required of a level C debasing

intervention [78].

8.5.4. Data Analysis

For the data analysis procedure, we used the hypothesis coding technique [164], which
involved creating a set of codes before the coding process. The codes that we used are listed in
Table 8.2.

Recordings from the experiment sessions were transcribed and translated to English by the
researcher organizing the workshop, then coded by another author and, in the main experiment’s
case, the coding was reviewed by an additional author.

In the pilot phase sessions, the coder was unaware of which transcript belonged to the
workshop or control groups. In the main experiment, we took this concept even further and, as

suggested by Ericsson and Simon[177], employed context-free coding as follows:

1. The workshop organizer divided the transcripts into segments (one for each architectural
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decision discussed). This was a natural split since the participants usually discussed one
possible change to the architecture after another.

2. For each pair of participants, the control and workshop groups’ segments were randomly
ordered.

3. Another researcher coded the segments, without knowledge of whether the particular
segment belonged to the workshop or control group participant.

4. An additional researcher reviewed the coding and discussed changes with the original coder
until a consensus was reached on all codes.

5. The workshop organizer revealed the participants’ information to create a summary of each

workshop’s coding.

We anticipated that a coder might unconsciously try to find more bias-related codes for the
control group participants. The context-free coding method aims to decrease the possibility of
this researcher’s bias affecting the study’s outcome.

We evaluated our codes as follows: (1) We created the sum of all codes for a particular
measurement (see Table 8.2) for the control and workshop participants. (2) We checked whether
the measurements for cognitive biases and bias-impacted statements decreased. (3) We checked
whether the measurements of debiasing techniques and non-biased statements increased.

In the work of Borowa et al. [166], the authors assumed that if most arguments used while
discussing one decision were non-biased, then the decision was non-biased. In our work, we have
not followed this assumption since one argument (both biased and non-biased) can be decisive in
leading decision-makers to choose a solution despite other arguments.

In order to determine whether the experiment was successful, we defined a set of research
hypotheses (Hr):

¢ In the case of values that the workshop strived to decrease (biased arguments/counterar-

guments, cognitive biases), the research hypothesis (Hr) was that the measurements with
the workshop (workshop group) were smaller than without it (control group). Our null
hypothesis (Hp) was that the control group measurements were smaller than or equal to the
workshop group measurements.

e The opposite was the case with values that the workshop tried to increase (not biased

arguments/counterarguments, use of debiasing techniques). Where our research hypothesis

(Hr) was that the measurements with the workshop (workshop group) were bigger than
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Table 8.2. Coding scheme: adapted from [166]

Code Code meaning Description
Arg Argument A statement in support of a possible solution alternative.
Carg Counterargument | A statement in opposition to choosing a particular solution alterna-
tive.
Anch Anchoring A statement suggesting that the participant is impacted by anchor-
ing.
Conf Confirmation bias | A Statement suggesting that the participant is impacted by a confir-
mation bias.
Opt Optimism bias A statement suggesting that the participant is impacted by an opti-
mism bias.
Ddraw Decision’s  draw- | Use of the anti-anchoring technique, i.e., a statement where the
back participant discusses a drawback of the solution alternative.
Dmulti Decision with multi- | Use of the anti-confirmation bias and anti-anchoring technique
ple alternatives , 1.e., a statement where the participant mentions more than one
solution alternative.
Drisk Decision’s risk Use of the anti-optimism bias technique, i.e. a statement where
the participant discusses a risk associated with a solution alternative.

without it (control group). In these cases, the null hypothesis (Hg) was that the control

group measurements were bigger (or equal to) the workshop group measurements.

In order to examine which results are statistically significant, and as such can be considered
as accepted with high confidence level, we performed the non-parametric Wilcoxon Signed Rank
test [176] for each of the measurements and the percentage of biased statements (i.e. arguments
and counterarguments). This parametric test is used to measure whether a statistical difference
can be observed between small paired (dependent) data samples. We consider the control group
and workshop group participants to be dependent since they both shared an understanding of the
particular architecture and performed the task of discussing improvements for the same systems.

We accept Hg as proven in a statistically significant manner in cases where the p-value is
smaller than 0.05, i.e., there is a less than 5% chance that Hy is false. In the case of p-values
smaller than 0.1 but greater than 0.05, we cannot accept Hr as statistically significant, but
we consider the possibility that this may be due to our limited sample. This means there is a
considerable probability that further research might still show the respective research hypotheses

can be accepted.

8.6. Results

In this section, we present the results of our analysis. Due to the change in data-gathering

methods, the results from the pilot study (Pairs P1 and P2) were not included in any calculations
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Figure 8.2. Average code sums for each measured value

(p-values, overall code sum/average for control/workshop group) but are presented in this section
as well.

Figure 8.2 showcases the average code counts for each measurement totaled across all
participants. Overall, when only taking the code averages into consideration, most measured
values changed in accordance to the research hypothesis Hr. That is: (1) each of the three
researched biases occurrences decreased, (2) the use of all debiasing techniques increased, (3)
the amount of arguments and counterarguments increased, (4) the amount of biased arguments
decreased.

However, one single measurement was not as we hypothesized. The amount of biased
counterarguments slightly increased (from an average of 2.29 in the control group to 2.71 in the

workshop group).

8.6.1. Statistical significance

The p-values calculated using the Wilcoxon Signed Rank test [176] are presented in Table 8.3.
We calculated the p-values for all measurements that we coded and the percentage of biased
statements. Of all measured values, changes were statistically relevant in two cases: (1) The
increase of non-biased counterarguments and (2) the increased use of the “listing multiple

solutions” debiasing technique.
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Table 8.3. p-values for each measurement

Measurement Control Workshop p-value | Research
group aver- | group aver- hypothesis (Hr)
age of code | age of code
sums sums

Arg 21 23.14 0.3997 | Workshop

>Control

Carg 4.29 8.14 0.0574 | Workshop

>Control

Anch 6.43 4.71 0.1721 | Workshop

<Control

Conf 5.29 4.29 0.4063 | Workshop

<Control

Opt 543 1.71 0.0862 | Workshop

<Control

Biases sum 17.15 10.71 0.1094 | Workshop

<Control

Biased Args 10.29 5.86 0.0739 | Workshop

<Control

Biased Cargs 2.29 2.71 0.4461 | Workshop

<Control

Not biased Args 10.71 17.29 0.1342 | Workshop

>Control

Not biased Cargs 2.14 5.57 0.0449 | Workshop

>Control

% Biased statements | 49,18% 28,09% 0.0781 | Workshop

<Control

Ddraw 4.14 5.57 0.1114 | Workshop

>Control

Dmulti 2.14 4.14 0.029 | Workshop

>Control

Drisk 4.29 4.86 0.5 Workshop

>Control

Techniques use sum | 10.57 14.57 0.07813 | Workshop

>Control
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Table 8.4. (Non-)Biased Arguments and Counterargumentss - iased, NB - Non-biased)

Control Workshop Control | Workshop | Difference
Arguments | Counterarg. | Arguments | Counterarg. | Biased Biased Biased
Pair | B NB | B NB B NB | B NB statements| statements| statements
[%] [%] [pp]
3| Pl |5 1 2 4 0 1 6 60% 38% -22
=| P2 |8 0 1 1 3 0 1 80% 17% -63
P3 |12 |10 |4 1 8 8 2 9 59% 36% -24
P4 |3 1 1 11 5 9 4 36% 67% 30
o| PS5 |14 |22 1 4 3 20 |0 1 37% 11% -26
S| P6 |9 10 |2 3 5 13 |3 7 46% 26% -20
= P7 |24 |17 |6 4 10 |54 |3 13 59% 15% -43
P8 | 3 1 0 1 1 10 |0 1 60% 8% -52
P9 |7 9 2 1 3 11 2 4 47% 24% -24

8.6.2. Arguments and Counterarguments

Table 8.4 presents the numbers of arguments and counterarguments for each pair of partici-
pants. When combined with Figure 8.2, which shows the average of each type of argument in
the control and workshop groups, it allows us to make the following observations:

e The number of arguments in support of a solution was greater in the case of the workshop

group.

e The workshop group managed to discuss more counterarguments overall.

e Workshop participants used less biased arguments.

e Both the number of biased and non-biased counterarguments was larger for workshop

participants.

Additionally, based on the data shown in in Table 8.3 we have more observations regarding
the statistical significance of the results related to arguments and counterarguments. Unlike
Borowa et al. [166], we did not find a statistically significant decrease in the percentage of
biased statements or the a statistically significant increase in the number of non-biased arguments.
However, this may be due to our limited sample. Since only in one case did the workshop
participant exhibit a higher percentage of biased statements than the control group participant
(pair P4) such visible effect did occur despite not being statistically significant. However, the
increase of non-biased counterarguments was significant (p-value = 0.0449). An interesting
point is that the number of biased arguments also decreased notably. While this decrease is
not statistically significant to the 5% significance level, this may be due to our limited sample

(p-value = 0.0739).
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Table 8.5. Occurrences of Cognitive Bias (ANCH - Anchoring, OPT — Optimism bias, CONF — Confirmation bias)

Control Workshop Control | Workshop | Difference

Pair | ANCH | CONF | OPT | ANCH | CONF | OPT | Bias sum | Bias sum | Bias sum
2| Pl 6 3 1 1 1 1 10 3 7
| P2 7 3 1 1 0 0 11 1 -10
P3 9 7 2 7 4 0 18 11 -7
P4 3 1 2 12 11 0 6 23 17
< P5 10 3 8 1 2 3 21 6 -15
S| P6 9 3 0 5 3 1 12 9 -3
= P7 6 21 23 6 6 4 50 16 -34
P8 1 0 3 0 0 2 4 2 2
P9 7 2 0 2 4 2 9 8 -1

8.6.3. Cognitive biases

While Figure 8.2 shows the overall sum of bias occurrences in each of the control and
workshop groups, Table 8.5 presents the number of bias occurrences from each participant pair.
Overall, the workshop group participants were less impacted by each of the researched biases,
with only one workshop participant being more susceptible to biases than their colleague (pair
P4). While these overall decreases can not be considered statistically significant to the 5% level,
they are noticeable in almost every participant pair for every researched bias. The one sole
exception to this is pair P4.

In Borowa et al.’s research [166], the student participants of the workshop did not exhibit
decreased susceptibility to cognitive biases at all. This means that in this study, such effect was

achieved for the first time.

8.6.4. Debiasing techniques

Table 8.6 shows how many debiasing techniques were used by each participant, while Figure
8.2 shows the sums of each technique’s use in the workshop and control groups.

Overall, the workshop participants used each of the three techniques more frequently than
the control group participants; this was not the case only for pair PS. Additionally, the “listing
multiple options” technique was used significantly more (p-value = 0.029) by workshop

participants.

8.6.5. Decisions

Table 8.7 showcases how many architectural decisions were discussed by each participant.
We did not attempt to influence the decision count through this experiment, so no p-values
were calculated. However, it may be notable that in most cases(six out of nine), the workshop

participants discussed fewer architectural decisions than their control group colleagues.
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Table 8.6. Use of Debiasing techniques

(DRAW - Stating drawback, MULTI — Listing solution alternatives , RISK — Stating risks)

Control Workshop Control Workshop | Difference

Pair | DRAW | MULTI | RISK | DRAW | MULTI | RISK | Techniques | Techniques | Techniques
5| Pl 2 0 2 6 1 2 4 9 5
| P2 1 0 0 1 0 1 1 2 1
P3 4 0 2 5 3 2 6 10 4
P4 2 0 2 2 5 0 4 7 3
< P5 8 5 11 5 5 7 24 17 -7
S| P6 0 1 0 5 3 2 1 10 9
= P7 9 9 12 13 9 20 30 42 12
P8 2 0 1 5 1 2 3 8 5
P9 4 0 2 4 3 1 6 8 2

Table 8.7. Decisions discussed

Pair number

P1 | P2 |P3|P4 |P5|P6|P7|P8| P9
Workshop |4 (4 |6 |9 1119 |5 |16
Control 5 |2 11119 |8 12 | 6 12 | 18
Difference | -1 |2 | -5 | -10| 3 -1 13 71 -2

8.7. Discussion

Our debiasing workshop succeeded in decreasing the occurrence of all three biases (anchor-
ing, confirmation bias, optimism bias) for the workshop participants. Although this decreases
were not statistically significant, this had never been achieved previously.

The amounts of uses of each debiasing technique that we taught increased for workshop
participants as well.

Additionally, we observed two statistically significant changes in the case of the workshop
group: (1) the increase of non-biased counterarguments and (2) the increased use of the debiasing
technique of “listing multiple solution options”.

While most measured values did change as we hypothesized, in most cases, the results were
not statistically significant. However, this does not necessarily mean this study’s results are not
valuable. It does mean however, that not statistically significant results have weaker evidence
supporting their validity and should be considered more carefully. Proper calculation of statistical
significance in the case of such small samples is not easily achievable, and we used the p-values
in this study mainly to distinguish results with the highest validity.

We found it intriguing that, in comparison to the study on students [166], the frequency of

non-biased arguments did not increase in a statistically significant manner. This implies that, for
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practitioners, the increase in non-biased counterarguments was more severe than in non-biased
arguments. We suspect this may be due to the practitioners’ having the preexisting skill of
arguing in favor of their chosen solutions since they most likely had to do this repeatedly in
their workplace. On the other hand, students may find the formulation of both pro and con
arguments new since university courses do not usually allow students much creative freedom

with architectural decisions.

8.7.1. Lessons learned

Some of the study’s participants produced notably unexpected results.

A side effect of the workshop seems to be a slight increase in the use of biased counter-
arguments by workshop participants, most likely because the workshop focused on negative
factors such as decision-related risks and drawbacks. As such, workshop participants may have
over-focused on creating numerous counterarguments with less care about their quality. However,

the beneficial increase in non-biased counterarguments was significantly higher.

Teaching suggestion 1: Focus on high-quality counterarguments. Compared to students,
experienced practitioners have fewer problems in specifying non-biased arguments in support
of decisions. As such, when teaching practitioners, more focus should be on discussing

fact-based counterarguments.

Additionally, Participant No 3 (Pair P2 from the pilot) discussed only two design decisions,
which was the smallest number of decisions discussed by all the participants. In this case, we
suspect that this resulted from a socio-cultural factor associated with group decision-making
[181] - the junior participant felt internal pressure due to the presence of the senior participant

(control group).

Teaching suggestion 2: Debiasing might only be effective when team members of all
seniority levels take part in it. Practitioners must be made aware that this training’s
debiasing effect can be significantly decreased if thr participant’s colleagues who are higher
in the hierarchy dismiss their concerns. As such, teaching only younger developers while

omitting senior team members or leaders may not be effective.

Furthermore, the use of debiasing techniques also increased for almost all participant pairs,

except one. In the case of pair P5, Participant No 9, who was the workshop group participant,
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was also the CTO of the company. During the experiment, the author conducting it noticed that
the attitude of the participant suggested that they considered the contents of the workshop to
be trivial. The participant’s confidence level was most likely heightened due to their high
position in the company, where they were previously the head architect for many years. It is
likely that this made them more susceptible to cognitive biases and less likely to use the debiasing

techniques.

Teaching suggestion 3: Focus on high-level and experienced team members. If the
participant has a high position in the company and vast engineering expertise, they may have
a high confidence level in the architecture of their system and thus be less likely to learn
from this workshop. In the case of these participants, take care to specifically inform them of

this danger.

Finally, participant No. 7 (Pair 4) was the only workshop group participant who gave more
biased statements than the control group participant. The only metric that seemingly distinguishes
participant No. 7 is that they choose to discuss the highest number of architectural decisions
(19) from all the participants. This is in line with classic research on cognitive biases, which
defines them as a natural heuristic used by the human mind to avoid overload with too many tasks
[12]. This means that when too many decisions are considered, the human mind will behave in

an energy-saving manner that makes biases more likely to occur.

Teaching suggestion 4: Avoid discussing too many decisions. Inform participants that
considering too many architectural decisions in a short time span is likely to produce an
increase in cognitive bias influences. Try to moderate the training in such a way that focuses

on high-quality argumentation of a lower number of key decisions.

8.8. Threats to validity

Our threats to validity are described based on the guidelines for experiments in software
engineering created by Wohlin et al. [182]:

Construct Validity As we performed a controlled experiment, our study heavily relies on its
construct validity. While we carefully designed the experiment to maximize construct validity

(see Section ), one threat that could impact the results is how each researcher could lead the
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debiasing workshop differently. To handle the potential particularities and cultural factors
that could affect the experiment, we discussed possible scenarios that could occur during the
experiment before conducting it and then used the same workshop plan and slides. Furthermore,
we performed a pilot run of the workshop to enhance our study’s design. When we observed that
one pilot study participant being the other’s superior may be such an additional factor impacting
validity, we changed the last step of the experiment from group discussion to separate think-aloud
protocol sessions. Additionally, we had the participants take a break before Step 4 of the study,
to avoid overtiring workshop participants. Finally, every control/workshop pair of participants
discussed the same architecture during Step 4 of the study, which makes the results for both
groups simpler to compare. This is a difference from previous research that performed the
comparison of before&after the workshop, using two different architectural tasks [166].

Internal Validity Our experimental environment was carefully controlled to ascertain internal
validity. We took care to not allow external factors to impact the participants: (1) We did not tell
them about cognitive biases beforehand. (2) They did not know about Step 4 of the experiment
beforehand, so they could not prepare for it. (3) During Step 4, participants did not get the
chance to contact anyone or use the internet for help. Additionally, we employed context-free
coding to avoid the coder’s unconscious desire to showcase that the workshop works as planned.
An additional author then reviewed this coding.

Conclusion Validity Regarding conclusion validity, we have the threat of a low number
of experiments executed, which is due to the fact that it is hard to find practitioners who are
willing to invest three hours into a scientific experiment. Finding participants was particularly
challenging since our experiment required (1) pairs of participants who worked together on
the same project and (2) sensitive data about their real-life architecture. However, this low
sample size puts a risk on the statistical significance of the findings. To counteract this threat, we
performed the non-parametric Wilcoxon Signed Rank Test, which makes it possible to check
the statistical significance of small paired samples. Still, a larger sample would provide more
confidence in the findings.

External Validity As common for a controlled experiment, the external validity is ham-
pered by the strictly controlled setting. However, we did try to perform the experiment in
the participants’ preferred environment: in their company’s office or using their preferred
videoconferencing software. Additionally, all our participants were experienced practitioners

who discussed real-life architectures from various domains.
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8.9. Conclusion

We performed a debiasing workshop in order to explore its impact on experienced software
practitioners. The design of our study was based on the structure by Borowa et al. [166], with
some adaptations (as explained in Section ). We divided participants into separate treatment
(workshop) and control groups as it is common in multiple studies [75], [79]. We also employed
the think-aloud protocol study method, as suggested by Razavian et al. [83] as appropriate for
researching behavioral aspects of ADM.

The research question that we aimed to answer was:

RQ: How are experienced practitioners influenced by the proposed architectural
decision-making debiasing workshop?
Through this study, we found that:

1. Our workshop successfully decreased occurences if cognitive bias for all three researched
biases (anchoring, confirmation bias, and optimism bias).

2. The use of the proposed debasing techniques that were taught increased.

3. Two effects were statistically significant: (1) the rise of non-biased counterarguments and
(2) the increased frequency of using the listing multiple solutions technique.

4. There are additional factors impacting successful debiasing ADM, such as: (1) Overuse of
low-quality counterarguments, (2) socio-cultural factors, (3) confidence level, and (4) dis-
cussing too many architectural decisions in a short time span.

Educators intending to perform such a debiasing workshop in practice can use the teaching
materials we prepared for this study either directly or using them as a basis for their own
materials [178]. Additionally, we encourage them to employ the suggestions presented in
Section .

For future work, we propose focusing on longitudinal studies in a real-world setting to

ensure that the debiasing treatment has a long-term impact.

8.10. Data availability

The experiment plan, workshop plan, and workshop slides are available on Zenodo [178].
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This thesis is based on a series of research papers (Chapters 3—8), which focused on the
following aspects of architectural decision-making: architectural decision rationales, cognitive
biases impact on architectural decisions, the impact of cognitive biases on architectural technical
debt and the design of a debiasing intervention meant to alleviate the negative impact of cognitive
biases on architectural decisions. The results of these studies are discussed below.

Previously, empirical evidence of design rationales in architectural decision-making was
limited [83] and based mainly on inflexible surveys asking about predefined rationales [82] or
interviews with a small number of participants [85] [84]. The study presented in Chapter 3
employed a mixed-methods approach that allowed for a bigger sample from questionnaires
and flexibility (the questionnaires contained open-ended questions and were supplemented by
interviews). Additionally, data analysis considered the practitioner’s experience level, which led
to new findings. As such, it is the most mature work on architectural design rationales so far.

The research revealed that practitioners’ architectural decisions were mainly motivated by the
following rationales: ease of use for development activities, maintainability, performance, prior
knowledge/experience in using the solution, and time/deadline. These results partially confirm the
findings of Weinreich et al. [84], who discovered that the most impactful rationale was "Personal
experience / Preferences.” Additionally, the quality attributes of portability and compatibility
were found to be of very low significance to practitioners since modern technologies (such as
containerization) and communication standards (such as REST API) were considered a universal
answer to issues with portability and compatibility.

Finally, practitioners in the middle of their careers (5 to 14 years of experience) were the only
experience group that preferred choosing architectural solutions they had no prior experience
with to try something new. This effect could be attributed to their confidence (unlike less
experienced practitioners) and thirst to improve their skills to obtain a promotion (unlike most
experienced practitioners).

The most relevant rationales that motivated practitioners’ architectural decisions were not
solely based on facts about the software’s quality or the limitations of the project. Although
practitioners did consider them (mainly maintainability, performance, and deadlines), the deci-
sions were based mostly on personal preferences, experiences, and the hope to decrease their
own workload. These three, however, are all possible cognitive bias antecedents. Preferences

are naturally based on a small sample of experiences, and cognitive biases (such as representa-
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tiveness [33]) are often the result of erroneous perceptions of reality based on an individual’s

experiences [11].

¢ Contribution 1: Set of rationales which motivate architectural decisions made by
practitioners.
Many of these rationales seem to be cognitive bias antecedents. In particular, the practi-

tioner’s personal preferences, experiences, and hope for a decreased workload.

While researchers have been interested in the impact of cognitive biases on architectural
decision-making for over a decade [22], they usually investigated a small number of pre-selected
biases [77]. This means that no researcher before has explored a broader scope of possible bias
occurrences in architectural decision-making without making prior assumptions about which
biases whould be relevant.

Chapter 4 presents a study that broadly assesses cognitive biases’ impact on architectural
decision-making and their consequences. The novelty of this study stems from its data-gathering
method. Instead of pre-selecting bias definitions before data gathering, a more flexible approach
was taken. Participants learned the definition of cognitive biases and then described real-life
situations in which they believed a cognitive bias occurred. During the data analysis, these
descriptions were mapped to the definition of particular cognitive biases. The cognitive biases that
were shown to influence architectural decision-making are: the framing effect, confirmation bias,
the IKEA effect, Parkinson’s law of triviality, anchoring, the curse of knowledge, pro-innovation
bias, the planning fallacy, the bandwagon effect, irrational escalation, the law of instrument, and
optimism bias. This list partially confirms the findings of van Vliet and Tang [19], who found
that anchoring, the framing effect, and confirmation bias impacted architects.

Chapter 4 additionally presents specific situations when these biases may occur. For example,
the following three types of situations were rated as most often occurring by the study participants:

e Assessment of a system based on marketing information (framing effect).

¢ Judging the complexity of a problem based on the client’s expectations instead of factual

data (confirmation bias).

e Overvaluation of the quality of a system by its creators (IKEA effect).

Overall, the list of biases developed in this study is a foundation for future research on

cognitive biases in architectural decision-making. It enables researchers to focus on the biases
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most likely relevant to architectural decision-making instead of exploring the space of over 37
cognitive biases detected in various software engineering papers [14].

Furthermore, this study defines which aspects of architectural decision-making can be im-
pacted by these biases. These include mainly: the architect’s preferences, the scope of considered
alternatives, and the perception of requirements. The impact on the architect’s preferences is
of particular importance since this exact aspect matches the most influential rationale found in

chapter 3 and previous research [84].

- -
\I/

¥ Contribution 2: Set of cognitive biases that impact architectural decision-making.
This list includes which aspects of architectural decision-making may be influenced by

each of these biases.

Only a small number of researchers have suggested previously that cognitive biases may
influence the occurrence of technical debt. However, they did not provide any empirical evidence
for such a relationship [20] [128] [127]. Additionally, it has been proven that architectural
decisions may lead to incurring architectural technical debt [25]. As such, it seemed likely that
cognitive biases might make practitioners more likely to incur architectural technical debt. Since
architectural technical debt, in particular, is considered the most dangerous type of technical debt
[24], it was crucial to resolve whether this impact actually existed.

Research presented in Chapter 5 proves that cognitive biases may make software architects
incur unnecessary technical debt. Almost all biases listed in Chapter 4 were possible culprits,
with three being the most influential: anchoring, confirmation bias, and optimism bias. Notably,
anchoring and optimism bias impacted the occurrence of "Architectural Lock-in" technical debt
items [127]. Incurring of this type of debt can result from a specific bias interaction: first,
practitioners choose the first solution that they can find (anchoring) and then take a "leap of faith"
in the hope that it will be satisfactory without considering the risks of their decision (optimism
bias). Another notable architectural technical debt item was "Re-inventing the wheel," [127]
which may be caused by confirmation bias, when the practitioners unnecessarily write major

components from scratch instead of searching for high-quality, pre-existing solutions.

_@-Contribution 3: Cognitive biases may make software architects incur unnecessary

architectural technical debt.
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Three cognitive biases are the biggest culprits with regard to technical debt: anchoring,

confirmation bias, and optimism bias.

Cognitive biases may impede the architectural decision-making process, significantly de-
creasing the software’s quality. Incurring unnecessary architectural technical debt is only one
example of such impact. Cognitive biases, in general, disrupt basic decision-making aspects,
such as searching for solution alternatives, and the perception of requirements can be impacted
by cognitive biases (see Chapter 4).

To minimize this effect, debiasing techniques are needed. However, this is a major challenge
since there is clearly a lack of empirically verified debiasing strategies in software engineer-
ing [14].

One such study was done by Shepperd et al., who focused on improving development
time estimates [29]. While empirical evaluation studies exist on improving architectural
decision-making [79] [157], none before specifically targeted cognitive bias prevention. This
has been addressed in this thesis, by the development and evaluation of a successful debiasing
intervention (Chapters 6-8).

Chapter 6 showcases a pilot study that tested whether a B-level [78] intervention (informing
about biases through a presentation) would be effective. While it did not provide a debiasing
effect, it showcased how the three researched biases (anchoring, optimism bias, and confirmation
bias) interacted with each other, strengthening their negative impact.

When making architectural decisions, architects often anchor on the first solution they came
up with. Then, opposition against such decisions is silenced by confirmation bias — often,
the symptom of this is the "We already decided on that" argument used by coworkers. Finally,
optimism bias affects the overall atmosphere during decision-making, making practitioners
believe that "everything will be ok" while ignoring possible risks.

This triad of biases is most likely fueled by the rationales found in Chapter 3. Practitioners
prefer solutions that minimize the required effort for development overall. However, information

about what is "simple and easy" comes from their prior experiences, which may not be reliable.

_?-Contribution 4: The wicked triad — anchoring, optimism, and confirmation bias.

These three cognitive biases combine to cause problematic architectural decisions: fast
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anchoring on a solution, optimistic belief that no more consideration is necessary, and

avoidance of any information that does not fit this narrative (confirmation bias).

Based on these three observed bias impacts, three debiasing techniques meant to counter them
were proposed:
1. Discussing solution drawbacks;
2. Discussing solution risk;

3. Having someone monitor the discussion for the "but we already decided on that" argument.

Chapter 7 showcases the results of a C-level [78] debiasing workshop, during which students
were taught about cognitive biases in architectural decision-making, and they participated in
practical exercises for using the debiasing techniques. This workshop successfully increased
the student’s use of non-biased (i.e., based on factual data) argumentation for the discussed
architectural solutions. However, the number of bias occurrences did not change noticeably.
Additionally, one of the three debiasing techniques was seldom used by participants during group
discussion, that is, having someone monitor the discussion to avoid the "but we already decided
on that" argument.

Subsequently, the workshop was further improved: the "Have someone monitor the discus-
sion" debiasing technique was replaced with the "listing multiple solutions" technique. Then, the
workshop was empirically verified on 18 experienced practitioners from three countries (Chapter

8). In this case, the workshop improved almost all measured values:

e The number of non-biased (i.e., based on facts) arguments increased,
e The number of non-biased counterarguments increased,

e The number of biased arguments decreased,

e The number of anchoring occurrences decreased,

e The number of confirmation bias occurrences decreased,

e The number of optimism bias occurrences decreased,

e The number of uses for each of the three debiasing techniques increased.

N

¥ Contribution 5 Empirically validated debiasing workshop.
The debiasing workshop was proven to be an effective debiasing intervention for both

students and experienced practitioners.
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Another finding of this thesis is that the debiasing effect on students and practitioners seems
slightly different.

The workshop made students (see Chapter 7) use more non-biased arguments and counterar-
guments, but it did not decrease the number of bias occurrences. In the case of practitioners (see
Chapter 8), the number of bias occurrences impacting workshop participants was actually smaller.
The workshop also had a beneficial effect in decreasing the number of biased arguments and
increasing the number of non-biased arguments and counterarguments. However, practitioners
also exhibited a slight increase in their biased counterarguments count, which was a negative side
effect of the debasing workshop. This leads to the conclusion that while beginners have to be
motivated to argue their choices, experts have to be trained on the quality of the argumentation.
Still, in both groups, using counterarguments (and, as such - considering drawbacks and risks)

seems to be the key to rational decision-making.

_@-Contribution 6: Students and experienced practitioners react differently to a
debiasing workshop.
Still, in both cases, the key seems to lay in training focused on high-quality counterargu-

ments, which consider architectural solutions’ drawbacks and risks.

9.0.1. Limitations

As in the case of any research, its limitations have to be considered. Firstly, Chapters 3-5 are
based on reports on practitioners’ previous experiences. It is possible that their memory of past
events was not fully accurate or that they based their knowledge on assumptions, e.g., about their
colleague’s decision-making, was faulty. Participants may have also decided not to share the
whole truth of their experiences, for example, due to shame about their own past mistakes. In all
of these cases, we attempted to counter this by finding a diverse sample of practitioners.

Additionally, a limitation that has to be considered is that the debiasing interventions on
students and practitioners differed in both data gathering and data analysis methods. As such,
comparing the results from these studies may lead to unintentionally erroneous assumptions. The
last experiment on practitioners can be considered the most mature of all the debiasing attempts
since it is based on a comparison of practitioners performing the same architectural tasks, and
the data analysis includes context-free coding [177], which made the coding researcher unable to

determine whether they are coding the control or workshop participant’s transcript segment.
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This thesis presents a multi-step, in-depth study of cognitive biases in architectural decision-making.
Five of the six papers presented in this thesis have already been published in peer-reviewed
venues. These make it possible to answer the following research questions:

RQ1: What rationales are the main reasons behind decisions impacting software practi-
tioner’s architectural decision-making?

This work showcases a list of common rationales behind architectural decisions (Table 3.3).
The most common rationales with which practitioners justify their decisions include ease of use
for development, maintainability, performance, prior knowledge/experience in using the solution,
and time/deadlines. Additionally, the origins of why participants used these rationales are
presented as well (Section 3.6.2). The most prominent rationale’s origins include: practitioner’s
prior experience, client focus, decreased workload.

RQ2: How do cognitive biases impact architectural decision-making?

This thesis presents a list of 11 cognitive biases that affect architectural decision-making
(Section 4.5.2), as well as a detailed description of the specific impacts of these biases.

RQ3: Does cognitive biases’ impact on architectural decision-making cause architectural
technical debt? The work presented in this thesis reports how cognitive biases may impact
decisions related to architectural technical debt. The specific biases that are the most prominent
in this case are optimism bias, confirmation bias, and anchoring (Table 5.4). Additionally, the
antecedents that preceded the occurrence of these biases are discussed(Section 5.6.4), as well as
the types of architectural technical debt incurred due to biases (Section 5.6.3).

RQ4: How can the negative impact of cognitive biases on architectural decision-making
be alleviated? It is possible to alleviate the impact of cognitive biases on architectural
decision-making. However, successful debiasing requires at least C-level debiasing inter-
ventions [78], i.e., simply educating about cognitive biases and their impact on architectural
decision-making is not enough. Debiased persons have to learn debiasing techniques through
practical exercises.

This thesis shows three experiments that resulted in a successful debiasing intervention:

1. A B-level intervention (a lecture without practical exercises nor information on debiasing
techniques) on a small group of students: there was no debiasing effect, but the wicked bias
triad was identified, and a set of debiasing techniques was proposed.

2. An experiment on 12 groups of students that took part in a C-level debiasing workshop,
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which resulted in the increased use of rational arguments and counterarguments. However,
the bias occurrences did not decrease.

3. An improved C-level debiasing workshop was tested with 18 practitioner participants who
discussed real-life architectural designs. In their case, a decrease in bias occurrence was

observed.

This thesis, overall, presents a body of work that significantly expands existing knowledge on
cognitive biases in architectural decision-making with:

¢ The understanding of the impact of cognitive biases on architectural decision-making, with

a particular focus on architectural technical debt.

¢ A successful, empirically validated, debiasing intervention.

Future work could focus on the longitudinal effects of the debiasing interventions since the
debiasing effect may possibly diminish over time. Additionally, such techniques as shadowing
could be used to observe practitioners in their everyday work and to observe the changes in
practitioners’ behavior during real-life architectural decision-making. Furthermore, besides the
wicked triad, other bias interactions may exist. As such, future research on bias interactions in

architectural decision-making may be appropriate.

10.0.1. Data availability

Data for the debiasing workshops from Chapters 7 and 8 are available online [161] [178]. As

such, they may be used by anyone wishing to perform a debiasing intervention.
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